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Abstract

This paper presents a high-performance two-stage
cascade CNN model. The main idea behind the cascade
CNN model is complementary classification objectives
between Stage I and Stage II. Discriminative learning
is introduced to train Stage II by feeding back poor-
ly recognized training samples. Experiments have been
conducted on the competitive MNIST handwritten digit
database. The cascade model achieved the best state-of-
the-art performance with an error rate of 0.18%.

1 Instructions

Current automatic handwriting recognition algo-
rithms are good at recognizing handwritten charac-
ters. Numerous results have been achieved by re-
searchers using different algorithms, such as k-nearest-
neighbor (kNN), support vector machine (SVM), mod-
ified quadratic discriminant function (MQDF), neu-
ral network (NN), convolutional neural network (C-
NN), etc. kNN is a simple and reasonable effective
algorithm. It has achieved an error rate of 0.94%
on the well-known MNIST digit recognition bench-
mark(Martin Renqiang Min et al., 2009[1]). Both SVM
and MQDF have achieved lower error rates which is
around 0.50% on the same dataset (Dennis Decoste
et al., 2002[2])(Sargur N. Srihari et al., 2007[3]). NN
and CNN are among the high-performance algorithms.
They have been intensely studied in recent years. For a
single network, a six-layer neural network has achieved
a mentionable result of a 0.35% error rate (Dan C.
Ciresan et al., 2010[4]). Owing to the complementarity
between different CNN architectures, combining sever-
al CNNs could achieve better results. Later researches
concentrated mainly on multi-network integration.
CNN has some natural weakness. One is that they

do not make a good use of misclassified samples. It
limits a single network’s performance as well as its
complementarity with other networks. The ordinary
multi-network integration rules also meet the bottle-
neck on increasing the number of fusion networks to
improve performance. This paper committed to seek
a better fusion rules with relatively few networks. Fi-
nally, the discriminative cascade model is proposed for
offline handwritten character recognition problem.

2 Related works

CNN has a long history in computer vision. An ear-
ly example is that LeCun et al. successfully used su-

pervised back-propagation networks to perform digit
recognition in 1989. More recently, Dan C. Ciresan
et al. proposed a committee of seven CNNs by aver-
aging each network’s output probability. It obtained
an error rate of 0.27%±0.02% on MNIST [5]. In 2012,
Dan C. Ciresan et al. successfully formed multi-column
deep neural networks (MCDNN) where thirty-five pre-
trained CNNs were equally divided into five column-
s. The final output was generated by averaging out-
puts of the five columns as well. MCDNN achieved
the first human competitive result of 0.23% error rate
on MNIST [6]. Starting with LeNet-5[7], CNN has a
typically standard structure while variants of the ba-
sic design is prevalent in computer vision. Li Wan et
al. introduced DropConnect to CNN architectures and
obtained a 0.21% error rate[8]. DropConnect is a gen-
eralization of Dropout[9] for regularizing large fully-
connected layers. Min Lin et al. proposed Network in
Network (NIN) in order to increase the representation-
al power of NN[10].

3 The Cascade Model

CNN is hierarchical neural network including two
parts: feature extraction layers and classification lay-
ers. The feature extraction part is composed of alter-
nating the convolutional layer and the sub-sampling
layer. A convolutional layer is parametrized by: the
number of maps (M), the size of maps (Mx,My), k-
ernel sizes (Kx,Ky), and skipping factors (Sx, Sy)[11].
The output map size is defined as:

Mn
x =

Mn−1
x −Kn

x

Sn
x + 1

+1; Mn
y =

Mn−1
y −Kn

y

Sn
y + 1

+1 (1)

where n indicates the layer index. Let Ln indicates the
nth layer in network. Each map in Ln is connected to
Mn−1 maps in Ln−1 at most. Neurons in the same
map share their weights, but have different receptive
field.
A sub-sampling layer reduces the number of neurons,

i.e. the redundant parameters needed to be calculat-
ed, which benefits the training. Max-pooling is a form
of nonlinear down-sampling. A max-pooling layer is
parametrized by rectangular region size (Kx,Ky)[11].
The outputs of a max-pooling layer is generated by the
most active neuron within the non-overlapping pool-
ing region.The kernel size of convolutional layers, sub-
sampling or pooling rectangles as well as skipping fac-
tors can be chosen to guarantee only one pixel per
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output map of the last convolutional layer after down-
sampling.
Fully connected classification layers combines the

outputs of the last feature extraction layer into a
one-dimension feature vector. A Multi-layer percep-
tron (MLP) classifier with softmax activation function

fi(x) = P (y = i |x,W, b ) = eWix+bi
∑

j eWjx+bj
, input x and

label y minimizes the negative log-likelihood loss [12]:

L(f, (x, y)) = −
∑
i

log fi(x) (2)

Note that
∑

i fi(x) = 1 and 0 < fi(x) < 1.
SVM is a good substitute for MLP. SVM with differ-

ent kernel functions can transform a nonlinear separa-
ble problem into a linear separable problem by project-
ing original data into high-dimension feature space[13].
The soft margin SVM tends to find the optimal sepa-
rate hyperplane where dataset D = {(xi, yi)} can be
linearly separated by solving the following primal prob-
lem:

minP (θ = {W, b}, ξ) = 1

2
WTW + C

|D|∑
i=1

ξi (3)

subject to :

{
yi(W

Tφ(xi) + b) ≥ 1− ξi
ξi ≥ 0, i = 1, 2, · · · |D| (4)

where C and ξ represent the penalty parameter and
slack variables. |D| is the size of dataset. The CNN-
SVM hybrid model can be formed in several ways, i.e.
[13][14][15].
The cascade model is composed of eleven different

networks. The diagram of the two-stage cascade model
for offline handwritten digit recognition system is given
in Fig.1.
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Figure 1. The block diagram of the cascade model
for offline handwritten digit recognition system.

Stage I is a committee of four CNN-MLP networks
and two CNN-SVM networks. This stage is aimed at
well writing samples. It has a relatively high recog-
nition accuracy to guarantee the whole performance.
Stage II is a committee of three CNN-MLP networks
and two CNN-SVM networks. Stage II, on the con-
trary, focuses on the minority poorly writing samples.
Discriminative learning method is applied to improve
this stage’s recognition capability of poorly writing
samples. Detailed information about discriminative
learning method is placed in the next section.
When using softmax as the last layer’s activation

function, each neuron’s output represents one class

probability. Linear confidence accumulation[16] is con-
sidered within each stage to form the committee. Each
class’s combination probability p(wj |x ) is calculated
as a linear function of the N networks’ predict proba-
bility p(wij |x ).

p(wj |x ) = αj · 1

N

N∑
i=1

p(wij |x ) j = 0, 1, · · · , 9 (5)

where αj is the weighting parameter calculated by all
networks’ voting. Let vj(x) represents the jth class’s
frequency voted by theN networks’ recognition results.

αj =
vj(x) + 1∑9

i=0(vi(x) + 1)
=

vj(x) + 1

N + 10
j = 0, · · · , 9 (6)

Normalization is applied to the above probability af-
terwards.
All testing samples will be sent to Stage I and get a

recognition confidence RC. If RC is above the thresh-
old Th1, the system will use the recognition result of
Stage I as the prediction. Otherwise, the testing sam-
ples will be passed to Stage II and the system’s pre-
diction will be the recognition result of Stage II. The
final decision of the cascade CNN model is derived as
follow:

w(x) =

⎧⎨
⎩

argmax
j=0,··· ,9

p(w1
j |x ) if RC > Th1

argmax
j=0,··· ,9

p(w2
j |x ) if RC ≤ Th1

(7)

where w1, w2 represent candidate results of Stage I and
Stage II.

4 Discriminative Learning

CNN minimizes the Empirical risk [17] on the train-
ing set denoted by the following regularized loss func-
tion [12].

E(θ = {W, b}, D) = −
|D|∑
i=0

logP (i) + λ‖θ‖pp (8)

P (i) = P (Y = y(i) | x(i), θ), θ denotes set of all param-
eters for a given model including weights matrix W
and bias vector b. D = {(x(i), y(i))} is the dataset. |D|
is the size of dataset. Adding regularization parameter
‖θ‖pp is an effective way to combat overfitting. λ con-
trols the importance of the regularization parameter.
CNN tends to perform better if testing sets have more
similar primal features with the training set. In this
paper, the cascade model feeds mis-classified and poor-
ly recognized samples whose output recognition confi-
dence RC is below the artificially set threshold Th2

back to the input to adjust the sample proportion of
the training set. In particular, the cascade model on-
ly feeds the original training samples back rather than
the distorted samples in consideration of the small size
of MNIST training set.
Properly setting Th2 depends on the type of net-

works. For CNN, each sample’s output probability is
very close to“1”. Accordingly Th2 is high and close
to“1” too. Fig.2 shows the number of samples feeding
back with different thresholds.
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Figure 2. The number of characters feeding back
with different threshold.

It is necessary to redouble the selected samples sever-
al times before feeding them back in order to efficiently
adjust the proportion of the training set. In the CNN
cascade model, Th2 is set to be 0.95. All the select-
ed samples are redoubled three to six times for each
network to get about one thousand samples. They are
around 2% of the original fifty thousand training sam-
ples. If Th2 is too low, e.g. below 0.85, there are
only a handful of samples selected which will make the
network focus on fixed minority samples thus reducing
the network’s generalization. On the contrary, if Th2

is too close to one, many well writing samples will be
selected as well and the discriminative learning will be
less efficient.

5 Experiments

The cascade model has been verified on MNIST
dataset. MNIST contains 70000 digit samples: 50000
samples for training, 10000 samples for validation and
10000 samples for testing.
We first train different networks separately and then

combine them to build the cascade system. Before
training each separate network, three types of distor-
tion are applied to expand the original training set.
They are rotation distortion, elastic distortion, shear-
ing and local resizing distortion. The distortion pa-
rameters are chosen basing on previous experiments:

(1) σ and α : real-valued parameters for elastic distor-
tion (Y.Simard et.al., 2003[18]). σ is the standard
deviation of the Gaussian filter. α is the scaling
parameter controlling the amplitude of the distor-
tion. Here we set σ = 6.0 and α = 36.0. In this
paper, a derivation named gradient-based elastic
distortion is proposed to reform rationality and
controllability of the original elastic distortion.

(2) a and k : random values for shearing and local
resizing distortion (K.C.Leung et.al., 2009[19]). a
is the resizing range and k is the shearing slope.
The deformation effect is like bending the rubber
band. We set ‖a‖ ≤ 2 and ‖k‖ ≤ 0.04.

(3) β : a random angle in [−7.5◦, 7.5◦] for rotation
distortion.

For CNN-SVM, this paper selects RBF kernel with pa-
rameter σ = 2−6 and penalty coefficient C = 32.

All networks were completed using Theano. All the
experiments were performed on the same computer us-
ing GPU to speed up the training.

Table 1. Each network’s structure and error rate
on test set.

Network Structure Error rate%
Net 1 20C-MP-50C-MP-500N-10N 0.40
Net 2 20C-MP-60C-MP-1000N-10N 0.44
Net 3 25C-MP-50C-MP-1000N-10N 0.39
Net 4 30C-MP-60C-MP-1000N-10N 0.42
Net 5 30C-MP-50C-MP-1000N-SVM 0.40
Net 6 30C-MP-60C-MP-1200N-SVM 0.44
Net 7 20C-MP-50C-MP-900N-10N 0.42
Net 8 25C-MP-50C-MP-900N-10N 0.42
Net 9 30C-MP-50C-MP-900N-10N 0.43
Net 10 30C-MP-50C-MP-900N-SVM 0.44
Net 11 30C-MP-60C-MP-1000N-SVM 0.40
Average 0.23

Net 1 to Net 6 belong to Stage I; Net 7 to Net 11
belong to Stage II. Discriminative learning is applied
to Net 7 to Net 11. For a single network, discrimina-
tive learning is sometimes a trade-off. It will naturally
debase the performance on the whole test set in most
cases because it turns network to pour more atten-
tion on poor writing styles. However, networks trained
with discriminative learning demonstrate higher com-
plementarity with other networks.

Figure 3. The number of mis-classified samples
with different thresholds.

The threshold Th1 in the cascade model was select-
ed on MNIST validation set. The total number of mis-
classified samples firstly goes down to the minimum
point and then rolling up. When Th1 is less than 0.40,
no validation sample is passed to Stage II. As Th1 grad-
ually increases, a few poorly writing validation samples
are passed to Stage II and they are correctly recog-
nized. So the system’s error rate goes down. When
Th1 is in [0.55, 0.61], the whole system achieves the
best performance. As Th1 continues increasing, more
validation samples are passed to Stage II including a
multitude of well writing samples. Since Stage II focus-
es on poorly writing samples, the system’s error rate
goes up. The cascade model does not ”see” validation
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samples formerly thus the average RC of validation set
is lower than the training set. That’s the reason why
best performance is achieved when Th1 is around 0.60
lower than Th2 in discriminative learning.
In this paper, Th1 is set to be 0.60. We tested

the performance of the cascade model on MNIST test
set and obtained an error rate of 0.18%. Compar-
ing with simply averaging the eleven CNNs (0.23%),
the discriminative cascade model achieves better re-
sults (0.18%). It benefits from high complementarity
of the two stages classification and the discriminative
learning.

8−>9 9−>4 9−>5 9−>4 5−>3 4−>9

5−>3 1−>2 6−>0 6−>8 5−>3 7−>1

0−>7 6−>1 5−>6 9−>5 3−>5 0−>6

Figure 4. Mis-classified samples on test set: cor-
rect label → predict label.

6 Conclusion

This paper presents a discriminative cascade model
for offline handwritten digit recognition problem. The
recognition problem has been divided into two stages.
Stage I aims at well writing samples while Stage I-
I aims at poorly writing samples. The compensation
between the two stages makes their cascade combina-
tion outperforming each of them alone. In the future
work, directly applying discriminative learning on CN-
N architectures will be explored and studied compre-
hensively.
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