3D Hand Skeleton Model Estimation from a Depth Image
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Abstract

In this paper, we present an algorithm for estimating 3D hand skeleton model from a single depth image based on the Active Shape Model framework. We first collect a large amount of training depth images, representing all articulated hand shape variations, and a set of hand joint points are labeled on these depth images. To accommodate the wide variations of hand articulations, we represent the hand skeleton model with multiple PCA models that are learned from the training data. In the search stage, we iteratively compute the translation and rotation from the hand depth information and fit the 3D hand skeleton model with the multiple PCA models. In addition, we modify the model fitting procedure to handle the partial occlusion problem when only some fingers are visible. In our experiments, we demonstrate the proposed algorithm on our hand depth image datasets to show the effectiveness and robustness of the proposed algorithm.

1 Introduction

Capturing human hand articulation from images or videos has received increasing attention for many computer vision applications, such as hand tracking, hand gesture recognition, human-computer interfaces, etc. Although there has been much work on hand articulation over the past decades, human hand motion exhibits high degrees of freedom with large viewpoint variations and partial occlusion, which still make the hand skeleton estimation problem very challenging.

In order to reduce the problem complexity, Wang and Popović [3] used a single camera to track a hand wearing an ordinary cloth glove. However, such devices somehow constrain the field of applicability, since the hand requires wearing an additional device which is usually expensive. Several attempts have been made to overcome the problem by using markerless visual data [1, 2, 4, 6, 7]. Vision-based analysis of hand is probably the most natural way of achieving hand articulation estimation.

In recent years, the emergence of depth cameras, such as Kinect camera, has opened new possibilities for acquiring depth information. Following the popularity of depth sensor, depth information based hand articulation estimation gains considerable attention. Oikonomidis et al. [2] formulated 3D tracking of hand joints as an optimization problem that minimizes the discrepancy between the 3D structure and appearance of hypothesized 3D hand model instances. Qian et al. [5] modeled a hand simply by using a number of spheres. Then they proposed a hybrid method that combines gradient based and stochastic optimization methods to estimate the 3D hand model with fast convergence and good accuracy.

In this paper, we propose a 3D hand skeleton model estimation algorithm from depth images by using Active Shape Model (ASM). Firstly, we collect a large amount of training depth images, representing all hand shape variations labeled with a set of landmark points. Here, hand joints are considered as landmarks. Then we model shape deformation as the statistical hand shape model by performing PCA which learns the deformation through a set of training examples. A hand shape is generated by adding a linear combination of some significant basis of variation to the mean shape. In the search procedure, we first give an initial estimation of the hand model. Then we compute the global translation and rotation of the hand model by using an iterative approach from the hand depth image. In addition, the proposed method is developed to handle the occlusion problem when some fingers are not visible in the image. Fig. 1 illustrates the flowchart of the proposed ASM-based algorithm for 3D hand articulation estimation from depth images.

2 Hand shape model with multiple PCA

In this paper, We present a hand articulation estimation method based on ASM. In order to build a 3D hand skeleton model by using PCA, we first collect a large amount of hand depth images of differ-
ent pose variations along with labeled joint positions. The hand model is represented in 3D space by a set of 21 joint points, including 5 fingertips, 1 middle joint (on thumb) or 2 middle joints (on other fingers), 1 base joint between each finger and palm of each finger, wrist and palm. An example of hand skeleton model is shown in Fig. 2 (a). Here, we label the landmark points on color images and then transform them to depth images by homographic transforms estimated from the camera calibration process since these kinematic joints are difficult to identify in depth image. Fig. 2 (b) illustrates the labeled joints in the hand depth image.

2.1 Hand shape model

Consider a hand image $I$ with $n$ joint points and $(x_q, y_q, z_q)$ represents 3D coordinate of the $q$-th joint point, where $1 \leq q \leq n$. Therefore, a hand skeleton can be represented as a vector $h = (x_1, \ldots, x_n, y_1, \ldots, y_n, z_1, \ldots, z_n)$. Instead of aligning 2D sets of image features, a standard alignment between 3D point sets is required in this work. In our case where the 3D transformations are linear in the motion parameters, regular least squares can be used to align these skeleton joints over all training data.

The following energy $E$ is minimized to compute the Euclidian motion between two hand point sets $h_1$ and $h_j$.

$$E = \sum_{x_q \in h_1, y_q \in h_j} \|x_q - Ru_q - t\|^2$$

where $t$ and $R$ represent the translation and rotation between two point sets, respectively. The weighted centroids of the two point sets $c_{h_1}$ and $c_{h_j}$ can be used to estimate the translation $t = c_{h_1} - Rc_{h_j}$.

The rotation between two point sets $h_i = h_1 - c_{h_1}$ and $h_j = h_j - c_{h_j}$, which are both centered at the origin, can be estimated by computing the SVD of $3 \times 3$ correlation matrix. Then the rotation matrix is obtained as $R = UV^T$. Thus a statistical hand shape model can be learned through a set of aligned training hand skeleton models. The hand mean shape and modes of variation are found by using PCA. Therefore, a hand shape is generated by adding a linear combination of some significant modes of variation to the mean shape. Thus, the hand articulation of joint positions can be represented as

$$h_{new} = \bar{h} + Pb$$

where $\bar{h}$ is mean shape, $P$ is a matrix consisting of the eigenvectors computed from PCA and $b$ is a vector of the associated coefficients to be determined in the fitting process. Fig. 3 shows the aligned training data and mean shape of hand.

2.2 Appearance model

After the hand shape alignment and PCA process, we construct the appearance model for each joint. Take the rotation of the hand pose on an image plane into account, the appearance model used as the search for finding new positions for the joint points should be built with different orientations of hand models. Different from the traditional ASM, we use the same training images and rotate the appearance patches for four angles to compute the means and corresponding covariance matrices for each of the joint points as templates. Fig. 4 shows the appearance patches in four orientations of all joints.

2.3 Hand shape model with multiple PCA

To accommodate large variations in hand pose, we collect a large amount of images of different hand poses and cluster these labeled hand vectors in a high-dimensional space by k-means clustering. Based on the clustering result, we train PCA models individually for each of the multiple clusters and apply the multiple PCA models to hand tracking. Our experimental result proves the multi-PCA model outperforms the single PCA model for the case of large hand pose variations.

3 Hand articulation estimation

In the search procedure, for a new testing hand depth image, the fingertips and palm detection pro-
Algorithm 1 Occluded ASM based fitting algorithm

Input: depth image $I$, fingertips $F$, palm $P$ position, and mean shape $h_{\text{MeanShape}}$
Output: hand joints position of remaining joints $\tilde{h}_{\text{new}}$

Initialization: $T \leftarrow \text{combination}(F)$

Foreach $i \leftarrow 1, \ldots, M$  // $M$ possible combinations
    $h_i \leftarrow \text{Transform}(h_{\text{MeanShape}}, F, P, T_i)$
    Compute FittingError($h_i$)
End foreach

$h_{\text{new}} \leftarrow h_i$

While
    Foreach remaining joint $\tilde{j}$ in $\tilde{h}_{\text{new}}$
        $\tilde{h}_{\text{new}, j} \leftarrow \text{ASM fitting}(h_{\text{new}, j}, I)$
    End Foreach

Until converge

Algorithm 2 Occluded joint detection procedure

Input: hand shape of remaining joints $\tilde{h}_{\text{new}}$, depth image $I$
Output: Final hand shape $h_{\text{new}}$

Foreach $a \leftarrow 1, \ldots, M$  // occluded Fingers
    flag $\leftarrow 0$
    $Cp \leftarrow \tilde{h}_{\text{new}, \text{basejoint}(a)}$ //position of start joint

Foreach $j$ in $a$  // middle joints
    $h_{\text{occl}, i} \leftarrow Cp + \text{FingerVector}(h_{\text{basejoint}(a)}, h_{\text{occl}, i})$
    $h_{\text{occl}, j} \leftarrow \text{CheckDistance}(h_{\text{occl}, i}, C_p, 
    \text{FingerLength}_{\text{basejoint}(a)})$
    flag $\leftarrow 1$  // next joint not exist
    $h_{\text{occl}, i} \leftarrow \text{FingerVector}(h_{\text{basejoint}(a)}, h_{\text{occl}, i})$
    if flag equal to 1
        break
End if
End Foreach

End if
End Foreach

End if
End foreach

End if
End foreach

$b = (\tilde{P}^T \tilde{P})^{-1} \tilde{P}^T (\tilde{h}_{\text{new}} - \tilde{h}_{\text{MeanShape}})$  \hspace{1cm} (4)

Algorithm 1 presents the high-level ASM fitting procedure for partial joints with adjusted PCA model. For joint positions $h_{\text{occl}}$ on the occlusion finger, we start from the base joint found in previous step and plus the finger vector providing the approximate position of the next point. If the depth value of that point lies on background, then search along opposite direction until it lies on foreground (hand). Moreover, checking the 3D distance from the searched point to base joint in a search range by the mean length of the finger derived in the training process to assure accuracy. Algorithm 2 summarizes the occluded finger joint detection procedure.

4 Experimental results

In order to construct a statistical hand shape model, we collected 558 training depth images from 62 subjects performing 2 totally open hands, 4 different opening shapes and 3 different fingers bendings. Both training and testing depth images are captured from Softkinetic camera. We can obtain both color and depth images; however, only depth images are utilized to detect hand joints. The test hand depth images contain different conditions, such as non-occlusion, finger bending and occlusions, and large variations of hand poses. In our work, a good initial guess for the hand articulation estimation is required. We firstly detect fingertips and palm by finding obvious peaks of the hand contour. Then the affine transformation is computed from the corresponding fingertips between learned hand shape model and those detected from the test image. Once the learned hand shape model is transformed to the coordinate of the test image, the following search procedure is performed for estimating the hand articulation.

Fig. 5 (a)–(d) shows the hand skeleton estimation results in the hand depth images without occlusions.
is obvious that that the hand joints are captured accurately even though the hand pose of test images contain different variation of opening and bending of fingers. The proposed method can handle the rotation of hand as well. Furthermore, Fig. 5 (e)∼(h) demonstrates the hand skeleton estimation under self-occlusions which only partial articulations are visible in the hand depth image. We can see that accurate estimation of hand skeleton models can be obtained under different occlusion conditions of hand fingers by using the proposed algorithm. In addition, Fig. 6 shows the 3D hand skeleton model estimation results for large variations of hand poses by using the single-PCA and multi-PCA hand shape models, respectively. It is obvious that the multi-PCA hand shape model performs significantly better than the single-PCA hand shape model in our experiments. The results demonstrate the multi-PCA hand shape model is more suitable to handle the hand pose with large variations.

In addition, we also perform quantitative accuracy assessment of the skeleton model estimation with the ground truth data of the 3D finger joint points manually labeled. For 100 non-occluded hand depth images, the average fitting error is 12.0752 mm. For other 73 occluded hand depth images, the average fitting error is 14.628 mm.

5 Conclusions

In this paper, we proposed a new approach for 3D hand skeleton model estimation from a depth image by using an improved ASM algorithm. In our algorithm, a multi-PCA hand skeleton model and a modified ASM fitting process were developed to handle the occlusion problem when only partial fingers are visible in the image. In our experiments, we demonstrated the robustness of the proposed algorithm on different conditions, including partial occlusion, finger bending and large variations of hand pose.
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