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Abstract

In statistics, Canonical Correlation Analysis (CCA)
s a kind of method to effectively analyze the correlation
between two data. In recent years, some methods re-
ported in literatures treated the action video sequences
as the tensors, and calculated the similarity between
two video sequences using CCA. Fach of these tensors
was unfolded into several matrices or vectors in the
previous works. And estimated the similarity between
two tensors via accumulating the canonical correlations
on all of the pairs of the unfolded matrices or vectors.
In this paper, we treat each of the unfolded matrices
i a tensor as an individual, instead of accumulating
the canonical correlations in a whole tensor, such that
we can effectively use the characteristic of each un-
folded matriz. We also propose an information fusion
method to combine the similarities of each of the un-
folded matrices between two tensors. Furthermore, we
add the Histogram of Oriented Gradients (HOG) fea-
tures to complement the tensor generated by the pure
video sequence. Our method is validated on the UCF
sports database, and the experimental result shows that
the proposed method can compete with the state-of-the-
art methods.

1 Introduction

In recent years, hardware advance promotes the de-
velopment of human-computer interaction, the issue
about action recognition has also been widely discussed
and researched. There are many researches focus on
sampling strategy, feature extraction and representa-
tion [1, 2, 3, 4, 5]. For the extracted features, using
some transformations such as manifold or projection
can further improve performance [6]. Furthermore, for
action recognition, there are some literatures discuss
that resize the video sequences as the 3" order ten-
sors, and then evaluate the similarity of these tensors
for classification [7, 8, 9, 10]. The tensor is usually un-
folded into several matrices or vectors, for example, a
374 order tensor can be unfolded into three matrices.
However, each of unfolded matrices in a tensor has
different ability of discriminant for the classification
problem. In this paper, we argue that utilizing the dis-
criminant of various unfolded matrices effectively will
be better than using the summation of all factored ma-
trices directly.

For different classification problems, using some suit-
able features can improve performance effectively. For
example, the geometric or color-based features for
scene classification, and the Histograms of Oriented
Gradients (HOG), Histograms of Optic Flow (HOF)
for action recognition [5, 11, 12]. Therefore, in ad-
dition to using the resized video sequences as the ten-
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sors, we also treat the result of other feature extraction
methods as another tensor, and let the complementary
effect between tensors can further enhances the perfor-
mance. In our experimental result, the HOG features
can indeed effective complement for the resized video
sequences, and thus enhance the performance.

The rest of this paper is organized as follows: The
proposed method is described in detail in Section 2. In
Section 3, we compare proposed method with the state-
of-the-art techniques. Finally, conclusions are given in
Section 4.

2 Methodology

In this section, we will present a novel approach
for recognizing human action in video sequence. Our
approach is inspired by some of the tensor-based ap-
proaches [8; 9, 7], but using an enhanced method to ef-
fectively combine the similarity measures between two
tensors. The flow chart of our proposed method is
shown in Figure 1 and the corresponding details are
described in the following subsections.

2.1 Preprocessing

Given an input video sequence, we firstly transform
its pixel values from the original RGB color space into
gray-level format. Since video sequences may have var-
ious frame sizes and durations (i.e., number of frames
in a video sequence), we also perform resizing in spa-
tial domain and resampling in temporal domain to pro-
duce normalized raw data. The resulting normalized
raw data can be represented as third order tensors in
RWXHXL \yhere W, H, and L are the width, height,
and length of a tensor, respectively. Simply stated, the
preprocessing step converts video sequences into tensor
volumes with equal size.

2.2 Low-level feature

Most of the existing tensor-based approaches for ac-
tion recognition only utilize tensors constructed from
raw data (i.e., pixel values). In other words, these ap-
proaches do not explicitly take feature extraction into
consideration. However, an appropriate feature extrac-
tion could yield a new representation of raw data that
makes the recognition performance better. Moreover,
the complementarity between raw data and extracted
features may provide a synergistic effect to further im-
prove classification accuracy.

Here, we perform feature extraction on the normal-
ized raw data using the HOG descriptor. In particular,
for every resized image frame within a normalized raw
datum, we firstly calculate intensity gradient at each
pixel location. We can accumulate the orientations of
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Figure 1: Flowchart of the proposed action recognition method.

gradient in each cell into a histogram. Then, orienta-
tion histograms from several cells are composed into
a block histogram. The main idea behind the HOG
descriptor is to represent the trend of gradient orien-
tation within a local image area. This descriptor has
been found very useful in representing the shape of hu-
man body [13]. By calculating HOG descriptors from
the normalized raw data, we can generate fourth or-
der tensors in RW'*H'xXBXL where W’ and H' denote
the numbers of regions on the horizontal and vertical
directions respectively, L denotes the length of a nor-
malized video sequence, and B denotes the number of
bins in the HOG descriptor.

2.3 Mid-level feature

We consider the raw data tensor and HOG tensor ob-
tained in the previous step as low-level features. The
details of mid-level feature extraction and similarity
calculation are described in the following two subsec-
tions.

2.3.1 HOSVD

The aim of using the HOSVD algorithm is to unfold
a higher order tensor into 2D matrices. Given an N*"
order tensor A € R51*%2%--XSN it can be unfolded into
a set of 2D matrices {A(k)}szl where the size of Ay,

is sp x Hsl [14].
i#k
Similar to Singular Value Decomposition (SVD), an
unfolded matrix can be factored using HOSVD. The
HOSVD of an unfolded matrix A ) is a factorization
as follows:
(1)

where X3 is a diagonal matrix, Uy and V() are the
orthogonal matrices spanning the column space and
row space of Ay, respectively. As indicated in a pre-
vious study [7], factored matrix V ;) can be considered
as a point in a Grassmann manifold because it is the
orthogonal matrix spanning the row space associated
with nonzero singular values of A(). Consequently,
factored matrix V ;) represents the mapping of a ten-
sor from low-level feature space to a mid-level feature
space (i.e., Grassmann manifold). We can then com-
pute similarity in mid-level feature spaces for tensor
classification. For a raw data tensor, we will obtain

T
Ay = Uy By Vigy
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three factored matrices as its representations in mid-
level feature spaces. Similarly, we will obtain four fac-
tored matrices as the representation of an HOG tensor
in mid-level feature spaces.

2.3.2 Similarity in mid-level feature space

In a mid-level feature space, we use CCA to measure
the similarity between two factored matrices. It is well
know in statistics that CCA is a way of evaluating cor-
relation between two sets of random variables. Given
two random vectors x € R™ and y € R”, the goal of
CCA is to find two vectors u € R™ and v € R which
maximize the correlation of u”x and vy, i.e.,

(2)

p = max corr(u’x, v7y).
:

The vectors u and v are called canonical transforma-
tions and p is called canonical correlation. Suppose
one can find a pair of canonical transformations uy
and v; which achieve maximum correlation p;. Then,
one can also seek another pair of canonical transfor-
mations maximizing the same objective function (i.e.,
corr(u’x, vT'y)) subject to the constraint that they are
orthogonal to the previous ones. This procedure can
be repeated up to d = min{m, n} times. As a result,
one ends up having d pairs of canonical transforma-
tions {u;, v;}%_, and the corresponding canonical cor-
relations {p;}¢_,. These canonical correlations can be
arranged into a vector p = [p1,...,pa|T.

Since a raw data tensor is unfolded into three matri-
ces, the similarity between a pair of raw data tensors
is represented by three sets of canonical correlations.
Similarly, an HOG tensor is unfolded into four matri-
ces. The similarity between a pair of HOG tensors is
represented by four sets of canonical correlations. To-
tally, we have seven sets of canonical correlations as the
similarity measurement between two video sequences.
We discuss the issue of how to effectively combine these
canonical correlations in the next section.

2.4 Similarity combination

The traditional method to evaluate the similarity
between two tensors is to sum up all of the canonical
correlations. In the classification step, a testing sample
is evaluated with training samples using CCA, and it
is classified as the label with the sample which has the



maximum summation of canonical correlations. How-
ever, different factored matrices should have different
discriminant abilities. Our approach treats each fac-
tored matrix as an individual, rather than sums up
the canonical correlations in a whole tensor. That is,
each pair of factored matrices sum up the canonical
correlations individually. Then, we combine these re-
sults from normalized raw data and HOG features and
project the combined vectors to another space.

Let 1 be the 1-norm of the vector p. So we have a
new feature vector {11, 1,03, 4, V5, g, 17} for each
video sequence, where {11, 13,13} is obtained from the
374 tensor (normalized raw data) and {4, Vs, g, V7 }
is obtained from the 4*" tensor (HOG features). Fig-
ure 2 is the illustration of the combination and the
projection processes. First, the similarities between a
testing normalized raw data to ¢ training normalized
raw data are estimated using CCA. Similarly, the simi-
larities between a testing HOG data to ¢ training HOG
data are also estimated using CCA too. Here we can
get t similarity vectors Wq,...,¥,. In order to find a
space which can maximize the difference of combined
vectors, we use Principal Component Analysis (PCA)
to find the best projection vectors. There are three
benefits of using PCA. 1) reduce the amount of data.
2) it is an unsupervised learning method. 3) project
the data to the space as possible as to decentralize the
data, this will help classification. We tread ¥y, ..., ¥,
as the training samples and calculate the best projec-
tion space from them using PCA. At the same time,
we generate the sample ¥ to represent the testing
sample. The sample W is defined as follows:

¥ = {max(¢;1),...,max(¢;7) | j=1...t}. (3)

Due to the relationship of value 1, and similarity is
positive correlation, so we use the maximum of each
dimension from ¥ to ¥, to represent the testing sam-
ples. Finally, all samples ¥q,..., ¥, and ¥y are pro-
jected to the space calculated from PCA. The pro-

jected mid-level feature vectors are \f!l, ey \/I\lt and \TIT
where Wy, ..., ¥, denote the training mid-level feature

vectors and W denotes the testing mid-level feature
vector.

3 Experiments

We test our approach on the UCF sports database
[15]. The UCF sports database has 150 video sequences
gathered from broadcast television channels such as
BBC and ESPN. This database includes ten categories
which are diving, golf swinging, kicking, lifting, riding
horse, running, skateboarding, pommel-horse, high-bar
swinging, and walking, respectively. Each video se-
quence is resized and resampled into a 32 x 32 x 64
tensor; moreover, each video sequence is also resized
and resampled into a 72 x 72 x 64 video sequence
for HOG feature extraction. The experiments on the
UCF sports database are performed using leave-one-
out cross-validation. The example frames of 5 action
category from the UCF sports database are shown in
Figure 3.

We compare the recognition performance of our pro-
posed method with the state-of-the-art methods. In
order to make a fair comparison with the past results,
we follow exactly the same experimental procedure as
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Figure 3: Some example frames of the UCF sports
database.

Table 1: Comparison of recently reported results on
the UCF sports database.

Author, year Recognition rate

Raptis et al., 2012 [11] 79.4%
Kim et al., 2007 [8] 82%

Lui et al., 2011 [10] 88%

Deng et al., 2013 [6] 88.2%
Wang et al., 2011 [4] 88.04%
O’Hara et al., 2012 [17] 91.3%
Wu et al., 2013 [12] 92.48%
Yuan et al., 2013 [18] 92.67%
Our method 92.67%
Sadanand et al., 2012 [19] 95%

Harandi et al., 2013 [16] 96.6%

those described in the previous works [8, 9]. Classifi-
cation accuracies of the state-of-the-art approaches on
the UCF sports database are summarized in Table 1.
Our proposed method achieves the recognition accu-
racy of 92.67%, which is among the top three results
on the UCF sports database. It shows that our method
achieves comparable performance as the recently pro-
posed methods for action recognition. Although the
best result in Table 1 is 96.6%, it is achieved using Auto
Regressive and Moving Average (ARMA) modelling to
improve recognition performance [16]. Their proposed
method achieves recognition accuracy of 88.4% with-
out using ARMA modeling.

4 Conclusions

This paper demonstrates that the discriminant of
each matrix decomposed from the tensor is an impor-
tant characteristic for classification. We propose to
accumulate the similarity in each individual matrix
decomposed from the tensor, then project the mid-
level features to another suitable space for classifica-
tion. Furthermore, we treat the HOG features as an-
other tensor, and merge the resulting vectors in two
tensors to make up the imperfect parts of using a sin-
gle tensor for classification problem. According to the
various classification problems, our proposed method is
easy to combine with one or more suitable features and
treats them as the triple or multiple tensors. Finally,
we also verified that the two phases can really enhance
the recognition rate on the UCF sports database.
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Figure 2: The combination process from low-level feature to mid-level feature
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