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Abstract 

In applications involving autonomous vehicle or cam-
era assisted driving it is important to have a generic prior 
understanding of the highway scene. We present a visually 
salient feature-based approach for road image under-
standing. We use salient features for object localization, 
near-far distinction and urban-rural scene classification; 
these tasks have such applications as in adjusting a ve-
hi . We empirically verify the efficacy and 
assess the performance of each task. 

1. Introduction 

There has been tremendous progress in the field of 

machine vision along with low-cost sensing and compu-

ting devices which together hold promising future for 

. Many modern cars today come with driver 

assistance facility which helps understanding the road and 

its environment for the driver. These capabilities enable 

services such as automatic or assisted adjustment of the 

 In this paper we present machine vision 

tasks that contribute to the capabilities based on early 

identification of the focus of attention at a location. One 

of the early processes for finding the location of visual 

attention is visual saliency detection. 

The first application of visual attention to an image 

is to localize the at-

tention on the road objects. There are many visually 

prominent components in a road scene but we focus on the 

objects occurring on the road region where line markers, 

shadows, other cars, and other obstacles are most im-

portant for detection. Salient features can highlight the car 

and markers as they stand out with respect to the road. 

After localizing the object it is important to find out if 

the object is close to the camera.  A typical solution is to 

use multiple cameras to deduce the distance of an object 

using stereo vision.  Another solution is to use range 

sensing devices such as Lidar.  We propose a solution 

based on a single image that uses linear regression on the 

saliency measure to predict closeness of the object to the 

vehicle or camera. The properties of perspective projec-

tions helps to easily differentiate a near object from a far 

object based on aggregated saliency value.  

Awareness of the environment, such as whether the 

surrounding is a rural or an urban setting, is useful in 

Salient fea-

ture works well for this purpose as an urban scene attracts 

different region compared to a rural scene. 

We use a collection of images acquired from a camera 

mounted on the front of a vehicle that traversed U.S. 

state-level highways through rural and urban environ-

ments.  The overall view of the project is shown in 

Figure 1. 

Visual saliency has been used for several highway ap-

plications such as automatic target detection, road sign 

detection, for capturing the gist of the scene [1,4], for off 

road obstacle detection. Object localization gives 

bounding boxes which are used for robust object detection. 

A saliency based bounding box was proposed by [10] 

where saliency generation is seen as a sampling problem.  

Road environment classification was proposed in a 

recent work [7] where the histogram of oriented gradient 

(HOG) was used to classify a road image into urban and 

rural setting. HOG based classifiers have been success-

fully used in many scene recognition systems but we 

advocate in our work use of simple, early features. Early 

detection has the advantage of the usability of features.  

The rest of this paper is organized as follows: we next 

briefly present a description of the saliency algorithm 

used to generate salient features. In section 4 a description 

is given in detail for the use of salient features to assist in 

highway scene analysis. Finally we conclude by de-

scribing the experimental methodologies and future 

works. 

2. Salient Feature Detection 

A pixel or, more usefully, a group of pixels is salient if 

it stands out from the others in terms of some pixel 

properties, such as color or texture.  State-of-the-art 

Figure 1.  Highway scene analysis examples. 
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methods include those that have a biologically motivated 

approach [11], those that are based in the frequency do-

main [12], and those that are comparison based [13].  In 

comparison based methods, the image properties of a pair 

of pixels or a pair of windows each around a pixel are 

compared.  More recently, a so-called superpixel repre-

sentation of an image is found by clustering pixels to form 

possibly irregularly sized and shaped superpixels. Super-

pixels are more responsive to edge intensity and also carry 

local information well. A comparison based saliency de-

tection algorithm can then be applied to this 

representation by comparing the image properties of a 

pair of superpixels [14].  A superpixel representation 

reduces the computational cost for comparison based 

saliency detection methods. 

In the following, we describe our saliency detection 

work that broadly follow the work in [13,14].  Never-

theless we note that the highway scene analysis methods 

are based on salient features that are independent of the 

choice of a saliency detection algorithm. 

In a contrast-based method, two pixels or superpixels 

are compared based on the two essential properties of 

position and color.  Consider the unit of comparison to be 

either a pixel or a superpixel.  The distance between two 

pixels is trivially the Euclidean distance between them.  

When we consider the superpixel as a unit of comparison, 

the spatial position of each superpixel in image plane is 

given by calculating the mean position value of all the 

constituent pixels in the superpixel. 

If the unit under consideration is a pixel, then the color 

difference can be the Euclidean distance between the 

pixel pair.  If the unit is a window around a pixel or if the 

unit is a superpixel, we need to compare the color of two 

pixel groups.  There are various ways to compare the 

color difference between two groups of pixels. These 

methods vary from average color [13], histogram based or 

the MPEG-7 color descriptors [14]. The scalable color 

descriptor and the dominant color descriptor can work 

well to compare two superpixels with different shapes and 

sizes. Due to the uniformity of pixels in a superpixel there 

is negligible deviation of each constituent pixel from the 

mean color value in each channel, the average value of 

color is used to represent the overall color value for a 

superpixel. We compute the color difference in the CIE 

L*a*b* color space which supports chromatic double 

opponency [3]. 

The general argument for using the color and position 

properties is as follows.  A unit is salient if its color is 

different from all other units.  The color difference be-

tween two units is inversely scaled by their positional 

distance for the reason that two units that make up a sa-

lient region would tend to be located close to each other.  

On the other hand, the fact that a unit has a large color 

difference from another unit that is far away from it is not 

sufficient evidence that the unit being considered is sali-

ent.  A measure of dissimilarity between units pi and pj 

that supports saliency detection that follows this line of 

argument is: 

jiposition

jicolor
ji

ppd

ppd
ppd

,1

,
,  (1) 

 

where jicolor ppd ,  is the color difference between the 

units (pixels or superpixels), jiposition ppd ,  is the po-

sition difference between the units, and  is a normalizing 

constant, set to balance the overall scales of the color and 

position differences.  Equation (1) measures the differ-

ence of unit pi relative to pj.  A measure of whether pi is 

salience, denoted ipS  can therefore be determined by 
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where N is the number of units in the image.  The sali-

ency of a pixel or superpixel has a finite range, such as [0, 

1]. In our work, we use a superpixel as the unit of com-

parison. Figure 2 illustrates the saliency map detection. 

3. Highway Scene Analysis 

In the following, we describe methods for highway 

scene analysis that are based on the saliency detection 

output, typically as a saliency map.  We collected image 

data acquired from a camera mounted on the dashboard of 

a vehicle. We have generated PASCAL style annotation 

for the dataset to be made available. There are 100 images 

along with 50 images that have one or more cars in it. The 

algorithms for various highway analyses were imple-

mented in OpenCV and C++.  We use a superpixel 

representation of each image.  The superpixel generation 

was done using a publicly available code by Veksler et al. 

[9]. Neural network implementation of WEKA [8] was 

used for classification purposes.  

In a society that uses right-hand traffic, the road side 

scene in a highway image is defined by the portion of the 

image on the right side of the road which is below the 

horizon. This area ignores the sky. The road is detected 

using a vanishing point algorithm [5, 6]. The vanishing 

point algorithm gives a good approximation of the road 

region. In an urban setting it is often difficult to see the 

horizon due to occlusion. In such cases, it is suitable to 

only take the image portion below the vanishing point on 

the right hand side of the image. The left hand side of the 

road is not used as it can be occluded due to incoming 

vehicles. The right side of the road is used to describe a 

scene associated with the road image. Figure 3 illustrates 

Figure 2. The saliency detection process. An input 

image (left) is over segmented to form a set of super-

pixels (middle).  The saliency of each superpixel is 

determined to form a saliency map (right), in which 

the brighter the pixel the higher the saliency value is. 
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the process of road estimation and scene extraction. 

 

3.1. Road Object  

There can be many salient objects on a road image: cars, 

lane markers, shadows, etc. Of all of the objects the most 

interesting ones are other cars and the least interesting 

ones are shadows. The important characteristic of the 

object on the road is they can occur as a single object or a 

set of cluttered objects. Understanding the objects on road 

and their interaction has many applications especially for 

self-driven cars. We use visual saliency maps to assist in 

understanding objects on road by doing object localiza-

tion and near-far object discrimination.  

Object localization is an important step in object de-

tection and recognition whether we are doing object cat-

category recognition or individual object recognition.  

Visual saliency map are used to localize the salient pixels 

and using localized objects bounding boxes are made 

around them. Figure 4 shows an input sequence with 

corresponding saliency map, localized object and their 

bounding boxes.  

3.2. Near-Far Discrimination 

In such applications as those for self-driven cars there 

is a great amount of interest in finding how close or far the 

objects are on the road. Due to the perspective projections 

the objects nearer to the camera which in turn are nearer to 

the car are larger than ones that are far away. Figure 5 

shows examples of near and far object as seen from 

camera mounted on the car.  

We use saliency map generated to build a two class 

linear discriminant function which is used to differentiate 

near or far objects in a sequence of road images and the 

two class linear discriminant function is given by 

 

 (3) 

where y(x) is a two class variable representing near and far, 

x is the average aggregated saliency value for each image, 

is the weight term and  is the bias. The aggregated 

value of x is in the range of 22 to 110 with closer objects 

having higher aggregated value.  This is because closer 

salient objects will have more salient pixels relative to 

other pixels in the road region. 

Figure 6 shows the response of aggregated saliency 

values for different image sequences with image with far 

objects is denoted by blue dot and image with near objects 

is denoted by red dots. The black line represents the linear 

regression line dividing the near and far object. The 

overall accuracy is 95.5 % for this model tested on an 

expert-labeled sample training set of 50 images.  

3.3. Scene Classification 

Humans are very good at putting information in cate-

gories. It is normal for humans to drive by farm, rural 

village or an urban town by comparing the visual simi-

larity to the places they have been before. They can 

seamlessly categorize the place into rural or urban place.  

Automatic scene classification is a very important step 

in scene understanding. There are various methods of 

scene analysis [4] as like object based scene analysis, 

region based scene analysis, context-based scene analysis 

and biologically plausible scene recognition. For early 

recognition biologically possible scene recognition is 

advocated. We build a 2-class classifier using salient 

features to classify urban and rural scenes.  

Figure 4. Road object localization for highway sequence. The top row shows input image, 2
nd

 row shows saliency 

maps, 3
rd

 row shows corresponding object localization, and last row shows bounding boxes. 

Figure 5. Examples of an image with a near object 

(left) and an image with a far object (right). 
Figure 3.  Road estimation and scene region extrac-

tion. In an input image (left), the traveling lane (center)

can be identified to find the vanishing point, from 

which the road side image region can be estimated 

(right). 

Figure 6. Near-far aggregated saliency plot road.
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Urban-Rural Classification: A training set of 100 

highway images are collected with 50 urban and 50 rural 

images.  

Feature Extraction: From this training set scene su-

perpixels are extracted and their saliency values are 

computed using Equation 2. The saliency value associated 

with each superpixel is used as features.  We consider the 

superpixels in the right roadside region (as illustrated in 

Figure 3).  We collect the K highest saliency values from 

each image to form a feature vector, where K is set in our 

work to be the smallest number of superpixels in the 

training set, which in this case is 932. 

Classification:  

implementation of multi-layer back prorogation algorithm 

is used. The final scene classification results into 89.6 % 

accuracy on training set of 100 images. How does dis-

similarity vector of an urban scene differs from a rural 

scene? An urban scene typically has a lot of man-made 

structure which causes more pop out segments when 

compared to the saliency profile of a rural scene. This 

makes the dissimilarity vector for urban scene different 

from rural scene thus accounting for a higher accuracy in 

scene recognition. Figure 7 shows examples of training 

set, correctly classified and incorrectly classified.  

4. Conclusions  

We show through some applications that salient fea-

tures are useful for early scene analysis. Our application 

domain is in highway images. To best of our knowledge 

use of contrast based salient features for highway scene 

analysis has not been robustly explored. Salient feature 

holds a promising use in autonomous vehicle and camera 

based assistance in vehicular applications.  

Our ongoing work is in refining the methods.  In the 

near future we plan to explore the use of salient feature for 

safety mechanism. Salient feature can be used to find 

distractions on highway like improper placement of sign 

boards, neon signs for advertisements competing for at-

tention with road signs, etc.  
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Figure 7. Rural-urban scene classification results. 

b: Rural Scenes 
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