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Abstract 

Figure-ground segmentation is to separate the object 
from background. It can be used in object detection or 
many other applications. Recently, a lot of methods have 
been proposed for solving figure-ground segmentation 
problems. However, most of them are supervised ap-
proaches. In other words, those methods need some 
interactions of users. It makes those methods unfavorable. 
For example, Graph-Cut needs users to select a part of 
foreground and background to be foreground seeds and 
background seeds. A graph and min-cut theory is used to 
separate the foreground from the image. We proposed an 
unsupervised figure-ground approach. It uses an 
edge-based method to grab required information for 
Graph-Cut. Then, we use game-theoretical Graph-Cut to 
divide the image into foreground and background. Ac-
cording to our experiment results, our method does not 
need user interaction and performs very well compared 
with the previous Graph-Cut method. 

1. Introduction 

 Image segmentation is an important and difficult issue 
in computer vision and image processing. It usually uses 
similarity of pixels to divide the original image into 
segments. The similarity of pixels can be defined by his-
togram, color deference or texture deference. Image 
segmentation can be solved by clustering approach which 
cluster pixels to labels. Figure-ground segmentation is 
one kind of image segmentation which separates fore-
ground from  the image.   

The result of figure-ground segmentation can be used 
in object detection or many applications. For examples, 
Carreira et al. use constrained parametric min-cuts seg-
mentation and machine learning to achieve object 
detection [5]. Vijay et al. apply figure-ground segmenta-
tion algorithm to detect human faces [6]. Recently, a lot of 
methods have been proposed for solving the fig-
ure-ground segmentation problem. Most of them are 
supervised approaches. In other words, the procedures of 
those methods need interactions of users. Some methods 
let users to mark a stroke of foreground and a stroke of 
background [2, 10]. The others let users to mark a 
bounding box [1, 3, 4] and make those methods unfa-
vorable.  

We proposed an unsupervised figure-ground approach. 
It does not need  user interactions. Furthermore, it in-
creases the performance of Graph-cut based methods and 
makes the boundary of segmented foreground closer to 
the boundary of ground truth.  

2. Proposed Method 

Our approach divides into four steps shown in Fig. 1. 
First, we apply canny edge detection [7] for original im-
age. The reason for using it is because canny edge 
detection would apply non-maximum suppression to let 
the width of edges fix to one pixel. After doing canny 
edge detection, we grab the pixels in two sides of the 
tangent line of each edge as shown in Fig 2. 
We let  ||im1 im2||  the color difference of those two 
side pixels be the boundary value for each edge, where 
im1 and im2 are the color values of two side pixels. We 
use a threshold to remove the edges with small boundary 
values, leave the edges with high boundary values to be 
true boundary. The color difference in two sides of the 
tangent line of boundary can be enhanced and it can 
eliminate the texture edges. The procedure of this step is 
shown in Fig. 3. When complete boundary detection, we 
divide   the image into small patches, and only remain 
the patches which contain unbroken boundary. After that, 
we apply boundary-based segmentation on each patch. It 
use the boundary to separate pixels of a patch into two 
labels. For example, if the boundary in a patch is a 
straight line from the middle of top to the middle of bot-
tom, the pixels in the left side of boundary form a label 
and the others (the pixels in the right side of boundary) 
form another label. The boundary-based segmentation is 
shown in Fig. 4. After boundary-based segmentation, we 
merge labels to reduce the number of labels.  If the 
boundaries in two patches can match, we merge the la-
bels of those two patches. The merge step is shown in 
Fig. 5 and the whole edge-based procedures are shown in 
Fig. 6. After edge-based procedures, we have many la-
bels information in the image. However, the graph-cut 
approach only need foreground seeds and background 
seeds. We need to apply a pairwise clustering method to 
cluster those labels into foreground seeds and back-
ground seeds. In this step, we choose  dominant set 
clustering [8] to achieve pairwise clustering.  

Dominant set clustering is a pairwise clustering ap-
proach based on game theory. Let the labels be clustered 
represents as an undirected edge-weighted graph G = 
{ V , E , w } which does not have self-loop, and V = { 1 , 

r-
age color to be the feature of a label. The similarity 
between two labels is the distance of the features. In oth-
er words, the similarity between two labels is the average 
color difference between those two labels. We can repre-
sent that E  V×V is the edges set and the weight of an 
edge is defined as the similarity between two labels. 
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From above step, we can  define  a similarity matrix A 
= (aij) : 

 
 
 
where aij is equal to the weight of the edge between 

label node i and label node j. imi is average color value 
of node i. If the edge ( i , j )  E, aij = 0. In game theory, 
we correspond every node to a player and correspond 
similarity to a payoff.  The dominant set clustering 
method defines the average weighted degree for each 
label node i with regard to a cluster S as: 

 
 
 
We can observe that if S only contain i, awdegs(i) = 0.  
Also, 

S (i, j) = aij  awdeg S (i) 
 

is defined. If the payoff which node j gives to node i 
greater than the average payoff which node i receives, it 
represent that node j gives node i payoff very much and 

S S (i, j) is negative, 
it means that node j only gives node i a little payoff. The 
measurement of  how important the node i is in a clus-
ter S  can be  defined by  recursively 

 
 

 
 
The cluster S is a dominant set if: 

1. WS (i) > 0 , for all i  S  
2. WS {i} (i) < 0 , for all i  S 

 
The elements in the dominant set S are all important with 
respect to S and the elements outside  S are not im-
portant with respect to S.  

 
 

 

Figure.1. The flow diagram of the proposed fig-
ure-ground segmentation method. 

 
 
 

 
 

                                                                  

                                                                  

                                                                  

     

     

     

     

     

       

Figure.2.The pixels in two side of the tangent line of  
each edge. 

 

 

     

     

     

     

 

 

 

 

Figure.3 The procedure of our boundary detection. 
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Figure.4 The boundary-based segmentation on a patch. (a) 

A patch contain unbroken boundary shown by a red line 
(b) The boundary based segmentation divides the patch 
into two small patches of label1 and label 2. 

 

 

 

 

 

 

 

 

Figure.5 The merge step. (a) The boundaries in two 
patches that can match together. (b)  The merged la-
bels.  
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Figure.6 The edge-based procedures. 

 

  

(a) (b) 

Figure.7 Use dominant set clustering to cluster many 
labels into foreground label and background label. (a) 
Many labels where each color represent a label. (b) 
Foreground label and background label. 

 
Fig. 7 shows that the dominant set clustering method 

clusters many labels into foreground label and back-
ground label.  After dominant set clustering, we have 
foreground seeds and background seeds. We can apply 
those seeds to execute Graph-Cut based segmentation. In 
this step, we choose public-good-game segmentation [9] 
which is a Graph-Cut approach based on game theory.  
In this game, every player can choose two strategies, one 
is cooperate and another is defect. When a player choos-
es to cooperate, he will invest a cost to public good. 
Otherwise, if a player chooses to defect, he will not in-
vest any cost to public good. Finally, the total cost which 
all cooperators contribute will multiply by an enhance-
ment factor r and become total contribution. Then the 
total contribution will be allotted to all players. The pay-
off of each player is the contribution which he obtains. 
The above procedures of public-good-game continue 
until no player change his strategy. After public good 
game segmentation, we can obtain the label mask shown 
in Figure 8(a). With this label mask, we can extract the 
foreground from image as shown in Fig. 8(b). 

 

 
 
 

  

(a) (b) 

Figure.8: The example result of our method. (a) Label 
mask. (b) the segmented foreground. 

3. Experimental Results 

We show some results of our method and compare our 
method to original public good game segmentation with 
user interactions on the Berkeley segmentation dataset 
and icoseg data set. Berkeley segmentation dataset has 
several diverse images. We only choose the images 
which are appropriate to do figure-ground segmentation. 
In other words, the images which we choose from 
Berkeley segmentation dataset are only contain a con-
sistent background and an object. The number of images 
we choose from Berkeley segmentation is 10 images. We 
also choose 10 images from icoseg data set to do our 
experiment. The final step of our method is public good 
game segmentation. We use the same parameters of the 
original public good game segmentation in our method. 
Fig. 9 shows our experiment results. We can observe that 
our method can segment  the image smoother than the 
original public good game segmentation.. 

For measuring the accuracy of our method and the 
original public good game segmentation, we calculate 
cover and rand index on each result. Cover and rand in-
dex are a common measure method in image 
segmentation. The higher the value of cover or rand in-
dex is, the more accurate the result is. In Table 1 and 
Table 2 we can see that the accuracy of our method is 
mostly higher than the accuracy of the original public 
good game segmentation. 

4. Conclusion 

We proposed an unsupervised figure-ground approach. 
It does not need user interaction and makes Graph-Cut 
based approach convenient. It uses an edge-based meth-
od to grab required information for Graph-Cut based 
approach. However, it has too much information. We 
apply dominant set clustering, which is a pairwise clus-
tering method, to cluster those information into 
foreground seeds and background seeds. Finally, we use 
a game-theoretical graph-cut approach, which is called 
public-good game segmentation, to divide the image into 
the foreground and background.  

In our experiment results, our method does not need 
user interaction and performs well on the Berkeley Seg-
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mentation Dataset and iCoseg dataset. Also, our results 
are smoother than the original public-good game seg-
mentation with user interactions.  

 

 
 

(a) (b) 

 

  

(c) (d) 

 
Figure.9:  The segmentation results of our method 

and the original public good game method with Berkeley 
segmentation data set. (a) Original images. (b) User in-
teraction for original public good game method need. (c) 
Original public good game method. (d) Our method. 
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ID (2) (3) (4) (5) 

3063 0.94849 0.95252 0.96057 0.96033 

3096 0.91765 0.90915 0.95788  0.94957 

8068 0.91299 0.91062 0.90315 0.89747 

42049 0.82927 0.84199 0.8619 0.86664 

113044 0.6854 0.68287 0.89185 0.89267 

147091 0.8662 0.86889 0.84824 0.85035 

181021 0.85951 0.86841 0.87129 0.86782 

189080 0.91303 0.91663 0.91178 0.91539 

196027 0.67479 0.61487 0.71633 0.69404 

253036 0.92904 0.93036 0.95869 0.958 

 
Table.1 The results of 10 images in Berkeley segmenta-

tion dataset. The first column shows image ID. The 
second column and third column show cover score and 
rand index of the original public good game results. The 
fourth column and fifth column show cover score  and 
rand index of our results. 

 
 

ID (2) (3) (3) (5) 

006 0.95378 0.94801 0.95139 0.9451 

014 0.93968 0.92889 0.92827 0.91862 

020  0.78775 0.80328 0.94985 0.95426 

025  0.9754 0.97109 0.98305 0.98467 

025  0.94898 0.93908 0.96054 0.96246 

026  0.95254 0.94897 0.9723 0.97484 

032  0.93947 0.93948 0.96657 0.96832 

037  0.88366 0.87153 0.91507 0.92592 

038  0.96321 0.96341 0.97397 0.97892 

050  0.92586 0.92681 0.95648 0.9611 

 
Table.2 The results of 10 images in icoseg dataset. The 

first column shows image IDs. The second column and 
third column show cover score and rand index of the 
original public good game results. The fourth column 
and fifth column show cover score and rand index f our 
results. 
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