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Abstract

In this paper we examine efficacy of occlusion-free
appearance learning for part based model. Appearance
modeling with less accurate appearance data is prob-
lematic because it adversely affects entire learning pro-
cess. We evaluate the effectiveness of excluding oc-
cluded body parts to be modeled for better appearance
modeling process. To meet this end, We employ a
simple but effective occlusion detection method. We
present our approach contributes to improve the per-
formance of human pose estimation.

1 Introduction

Human pose estimation is a task to infer the con-
figuration of a person’s body parts in an image. The
left picture of Fig. 1 shows the boxes representing each
body part as the inferred body configuration. We work
on human pose estimation from unconstrained natural
still images where we do not have prior information of
a depicted activity, anatomical difference between in-
dividuals, and the background of the scene. Pose esti-
mation from a single still image has a direct impact on
scene understanding for both images and videos. Ap-
plications of such methods include automatic surveil-
lance, image retrieval and motion capture.

The task is a highly challenging problem due to a
wide variety of appearance resulting from nonrigid de-
formation of human body, variations of clothings, and
inter-personal difference of anatomy. Difficulty also
arises from confusion between greatly varying back-
grounds of the scenes and a target person.

We base our approach on an improved pictorial
structured model (PSM) [3]. PSM is an effective dom-
inant framework [1, 2] for human pose estimation from
a single still image. PSM represents a human body
configuration as a graphical tree model capturing inter-
part spatial relationships such as relative position and
orientation and decomposes the appearance of human
body into local part templates. PSM enables globally
optimized search through distance transform [9] and
dynamic programming to tackle the problem of highly
articulated nonrigid deformation of the human body.
It is important not only to represent human body with
set of local parts but also to model appearance of each
part robustly against inter-person difference, noise and
background. For this purpose, robust feature descrip-
tor such as HOG [16] and PHOG [17] is proposed.

However, regardless of robustness of feature descrip-
tor, it is not feasible to accurately learn appearance
of each part with including occluded body parts alto-
gether. Since a human body is highly articulated ob-
jects with large degrees of freedom and a single image
only represents unidirectional view of the body, many

body parts often result in self-occlusion in a natural
image such as one body part covers another one, as
shown in (Right) of Fig. 1. These kinds of occlu-
sion are not handled by appearance modeling in PSM
learning. This means an inaccurate appearance model
of the body part is learned under occlusion. Since the
features of each body part would not have strong dis-
tinctive characteristic (e.g. features of lower and upper
arms could be both represented as similar figures of
two simple parallel lines), appearance modeling for lo-
cal part template should be done carefully. Otherwise
this problem leads to less accurate pose estimation and
detection due to less reliable appearance modeling.
To solve the problem above, we need to exclude oc-

cluded body parts. Therefore self-occlusion detection
is necessary. Detection of self-occlusion has been re-
searched in previous works such as [12, 13] but it ei-
ther requires prior learning of occlusion detector with
manual annotation for ground truth of occlusion or
computationally expensive image processing. Usually
available dataset consist of hundreds or thousands of
images with annotation even for occluded body parts
therefore manual annotation of ground truth occlusion
for each image is a highly expensive option.
Our approach enhances appearance modeling of lo-

cal part templates by excluding occluded body parts
to be used in initial appearance learning. We eval-
uate the result of excluding occluded body parts in
learning appearance under idealistic condition where
we model body part appearance with using annota-
tion to detect occlusion. To assess effectiveness of the
proposed method with dataset which only has pose an-
notation but does not have prior information on oc-
clusion, we propose a method to automatically detect
occluded body parts.
The overview of the proposed method is shown in

Fig. 2. We examine our approach on standard bench-
mark dataset the Parse Image dataset [4] and empiri-
cally demonstrate that our approach outperforms the
base method [3].

2 Related Work

In an area of pose estimation from still image, graph-
ical model has been used to learn the distribution of
human poses in recent works [5, 6, 7]. Especially the
PSM approach of Felzenszwalb and Huttenlocher [8]
has been widely adopted for efficient globally optimized
inference in number of previous works [18, 19, 20]. For
farther improvement of pose estimation, Felzenszwalb
et al. [10] employs iterative framework alternating be-
tween model learning and refinement of the annota-
tion in training image which treats annotated location
of each body part as latent variable. This approach
uses a Latent SVM which shares equivalent formula-
tion with MI-SVM for multiple instance learning in
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(a) (b) (c) (d)

Figure 1. (a) Result of human pose estimation.
Inferred body parts location are shown as colored
boxes. (b) (c) (d) An example of self-occlusion.
Torso covers an arm in (b). An arm covers torso
in (c) and (d).

Figure 2. Illustration of our proposed approach.
We aim to improve appearance modeling by ex-
cluding occluded appearance from being used for
local part filter in appearance modeling. This fig-
ure shows the case of arm appearance modeling.

[11] for optimizing over latent part location through a
coordinate-descent style algorithm for training. Latent
SVM improves discriminative inference of pose.

In addition to the problem mentioned above (i.e.
globally optimized solution, how to improve discrim-
inative parameters), as mentioned in introduction, oc-
clusion is also a severe problem. The problem relating
to occlusion in pose estimation at pose inference stage
has been researched in previous works [12, 13] produc-
ing framework for articulated pose estimation which is
robust to self-occlusion. But the research on explicit
effect of self-occlusion in appearance modeling has not
been conducted. Relating research on self-occlusion
such as foreshortening problem (i.e. A hand of a arm
stretching forward looks occluding an elbow) is con-
ducted by Yang and Ramanan [3]. Their approach
mitigates problems from foreshortening by introduc-
ing representation for appearance modeling such as a
family of affinely-warped templates dividing each rigid
part (e.g. limb) into several smaller parts.

Approach proposed by Johnson and Everingham in
[15] uses a dataset which has incomplete annotation
where occluded body parts are not annotated in com-
parison to widely used datasets such as the Image Parse
dataset [4] and Leeds Sports Pose (LSP) dataset [14].
It is important to note that their approach discards
images in appearance modeling if one or more body
parts are not annotated due to occlusion. In contrast
to this, our approach In order to effectively utilize pose

annotated teaching data, we only ignore occluded body
parts and the rest of parts in a same image is still used
to learn appearance model.

In this paper, based on approach in [3], we explic-
itly examine effect of self-occlusion to initialization in
appearance modeling by comparing results from the
proposed approach and the base method, as opposed
to [15], with same dataset. In our model we exclude
occluded body parts to be used in initial appearance
modeling to mitigate adverse effect of self-occlusion to
appearance learning. Our approach is more efficient
in a sense that we fully utilize all training data with
high annotation cost compared to [15] in which a set of
training images including occluded parts are not used
even if other parts are visible. Initialization of appear-
ance modeling is especially core issue for the model
using a latent SVM where careful initialization of the
model is necessary since unreasonable selection of the
initial model can lead to bad local optimum as sug-
gested in [10].

3 Pictorial Structure Model

In this section we describe the basis of PSM. A tree-
based model is defined by a set of parts V containing
a root part and a set of links E connecting two of
the parts. We denote I for an image. A hypothesis
z = (p0, ..., pn) specifies the location of each part in
the model, where pi represents the pixel location and
scale of part i.

Score of a hypothesis z is given by sum of the scores
of filter response of each part at its location plus de-
formation cost that depends on the relative position
of each part i with respect to j which forms a link of
tree-based model,

score(z)

= Sa(z) + Sd(z) (1)

=
∑
i∈V

wi · φ(I, pi) +
∑
i,j∈E

wij · φd(pi − pj) (2)

= β · ψ(I, z) (3)

where first term in equation (1) represents appearance
score and second term for deformation cost. In appear-
ance score term wi represents a filter for part i and we
write φ(x, pi) as a feature vector (e.g. HOG descrip-
tor [16]) extracted from pixel location pi in image I.
In a typical example of definition for deformation cost,
term wij represents a four dimensional vector specify-
ing coefficients of quadratic function defining the de-
formation cost and φd(pi−pj) defines deformation cost
between part i and part j. In this example of defini-
tion for deformation cost, the score of a hypothesis z
can be expressed as β ·ψ(I, z) where β and ψ(I, z) are
expressed as,

β = (w0, ..., wi, ..., wn, w11, ..., wij , ..., wnn) (4)

ψ(I, z) = (φ(I, p0), ..., φ(I, pi), ..., φ(I, pn),

φd(p1 − p1), ..., φd(pi − pj), ..., φd(pn − pn)).(5)
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4 Initialization of Appearance Model for
Human Pose Estimation with Occlusion-
Free Body Parts Appearance

Here we introduce our approach constructing local
part templates with excluding occluded body part. We
write Ok to define a set of occluded body parts in image
Ik. The appearance score of a hypothesis z for the
appearance modeling can be written as

Sa(z) =
∑

i∈V \Ok

wi · φ(Ik, pi). (6)

The above appearance score is used to derive total
score of model β given a hypothesis z.

5 Occluded Parts Detection Using Pose An-
notation

In this section we propose simple but effective ap-
proach to detect occluded body parts. We use 0-1
function f(l) to detect if a line segment correspond-
ing to l ∈ E of body part i and its parent body part j
intersects with another line segments or not as follows:

f(l) =

{
1 (l intersects with l′, ∀l′ ∈ E \ l)
0 otherwise

(7)

If f(l) = 1, the two body parts consisting the link l
is occluded by the other two body parts of the link
l′, or link l occludes link l′. We regard each link as
a line segment on two dimensional plane so that it is
easy to detect intersection of the two links. Although
only with this approach we cannot judge which of the
two links is occluded, removing both links for modeling
appearance of body parts are acceptable because our
goal is to exclude occluded body part appearance to
be modeled.

After we determine intersecting link l and l′ in Eq.
7, for farther detection of occlusion when local part
template is available, we can judge which of two links
l and l′ is occluded as

e = argmin
e∈{l,l′}

we · φ(I, e) (8)

Note that we assume appearance of l and l′ largely
share same image region due to occlusion, therefore
the corresponding local part filter of the occluded part
gives lower filter response because that image region
shows occluding body part.

The simplest alternative approach could be compar-
ing each local part filter response of all body parts with
filter response of l at the corresponding image region of
l and conclude link l is occluded when one of the other
links gives lower filter response. But there is still risk
that some local part filters gives lower filter response
even when l is actually occluded. By reducing candi-
date occluding parts by Eq. 7 our approach mitigates
such risk and determines which part is occluded one.

6 Experimental Results

In this section we report results of experiments on
the proposed method using the Image Parse dataset

[4]. The Image Parse dataset contains 305 images with
pose-annotation in total with standard train/test split.
First 100 images are for training and the rest of 205
images are for testing.
In accordance with this base model [10], we use full-

body skeleton model. 26 parts were used in our imple-
mentation; 2 for head, 4 for the torso, 10 for the shoul-
ders to the hands and 10 for the hips to the feet. In
this approach the model parameter β is learned in co-
ordinate descent manner alternating between selection
of local parts locations z which maximizes β · ψ(I, z)
and optimizing β given z over an objective function.
We identify occluded body parts in each image in the

dataset and skip the occluded body parts to be mod-
eled in initial appearance modeling which is used to
choose local parts locations z in the first iteration. In
this paper, we select occluded body parts both manu-
ally and automatically. Manual selection gives theoret-
ical upper-bound on our performance of the proposed
approach in terms of reliance of detecting occlusion. In
automatic detection proposed in Eq. 8, local part tem-
plate is first modeled with appearance data including
occluded body parts.
In the proposed method, occlusion detection is re-

quired to detect occluded parts as many as possible
for occlusion-free appearance modeling. To evaluate
whether or not this requirement is achieved, the recall
rate of occlusion detection is an important criterion.
In the dataset mentioned above, the recall rates of our
method with Eq. 7 and Eq. 8 were 42.4 and 23.3,
respectively. While these results are not high enough
yet, almost all fully-occluded parts, which give a huge
negative impact on learning part appearance, could
be detected by finding the intersecting line segments
of parts in our method. In other words, partially-
occluded parts that were not detected by our method
are expected to have a less harmful impact on appear-
ance model learning.
We test our approach on four levels of occlusion:

(a) body parts with foreshortening are skipped to be
modeled in addition to the ones with normal self-
occlusion where foreshortening and self-occlusion are
manually detected, (b) body parts only with normal
self-occlusion are skipped where self-occlusion is man-
ually detected, (c) body parts only with normal self-
occlusion are skipped where self-occlusion is automati-
cally detected as in Eq 7, (c) body parts only with nor-
mal self-occlusion are skipped where self-occlusion is
automatically detected as in Eq. 8. We tested our ap-
proach in standard criteria, Average Precision of Key-
points (APK) and Probability of Correction Keypoints
(PCK). The result is shown in Table. 1 and Table. 2
with respective criteria. In APK our approach gives
same or better performance to base method and in
PCK, our method excluding both foreshortening and
self-occlusion gives better results to base approach.
The results with automatic occlusion detection in the
both criteria gives almost same score as results with
manual occlusion detection. This means our approach
for automatic occlusion detection performs well for ap-
pearance modeling as manual detection does.
Our better performance to base approach is likely

because our approach successfully learns local part
templates which are less distracted by other occlud-
ing body parts appearance, and this leads to more ac-
curate inference of body parts configuration in better
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Table 1. Comparison of APK. (a) our model (occlusion and foreshortening with manual occlusion detection),
(b) our model (only occlusion with manual occlusion detection), (c) our model (only occlusion with automatic
occlusion detection as in Eq. 7), (c) our model (only occlusion with automatic occlusion detection as in Eq.
8), (e) base approach

Head Shoulder Elbow Wrist Hip Knee Ankle Total
(a) Ours (occlusion and foreshortening) 88.4 80.9 54.5 29.4 72.8 63.8 53.2 63.3
(b) Ours (only occlusion) 86.3 80.9 59.0 30.7 71.5 64.9 54.8 64.0
(c) Ours (only occlusion detected in Eq. 7) 88.9 83.7 58.3 27.4 74.8 65.9 53.1 64.6
(d) Ours (only occlusion detected in Eq. 8) 88.9 83.6 57.9 30.8 74.8 63.3 54.4 64.8
(e) Base approach [3] 87.4 81.4 58.8 29.1 72.0 62.3 52.3 63.3

Table 2. Comparison of PCK. (a) our model (occlusion and foreshortening with manual occlusion detection),
(b) our model (only occlusion with manual occlusion detection), (c) our model (only occlusion with automatic
occlusion detection as in Eq. 7), (c) our model (only occlusion with automatic occlusion detection as in Eq.
8), (e) base approach

Head Shoulder Elbow Wrist Hip Knee Ankle Total
(a) Ours (occlusion and foreshortening) 89.3 84.9 67.3 49.5 81.5 75.4 67.3 73.6
(b) Ours (only occlusion) 89.5 84.1 64.9 45.9 78.5 74.4 66.8 72.0
(c) Ours (only occlusion detected in Eq. 7) 90.2 86.3 68.3 45.9 80.7 76.1 66.8 73.5
(d) Ours (only occlusion detected in Eq. 8) 90.2 85.4 68.5 48.0 79.5 74.1 67.6 73.3
(e) Base approach [3] 90.2 85.1 68.5 46.6 78.3 73.4 65.9 72.6

local optimum through iteration.

7 Conclusion

We have described a model that improves appear-
ance modeling for PSM. We show that removing oc-
cluded body parts to be modeled for local part tem-
plate in model initialization can provide better local
optimum through iteration. Our approach is more effi-
cient compared to the previous work discarding whole
image including occluded body parts for appearance
model. In future work we will investigate effect of re-
moving occluded body parts to be modeled not only in
initial appearance modeling but also in later iteration.
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