Similar Handwritten Chinese Character Recognition based on Adaptive Discriminative Locality Alignment
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Abstract

Discriminative locality alignment (DLA) has been successfully applied in similar handwritten Chinese character recognition (SHCCR). But, the performance of DLA heavily depends on the choice of parameters and the optimal parameters among different groups of similar characters are not consistent. To address this problem, we present an improved method with few parameters, called adaptive discriminative locality alignment (ADLA), whose optimal parameters are the same for different groups of similar characters. Further, the kernel discriminative locality alignment (KADLA) is formulated. The experimental results demonstrate that ADLA has higher performance than DLA in recognition rate, and KADLA has even higher recognition rate. In practice, since KADLA involves much more time and storage cost, ADLA is a better choice for SHCCR.

1 Introduction

In recent years, handwritten Chinese character recognition (HCCR) has aroused intensive attention due to the development of PC and handheld devices (e.g., smart phone, writing tablets), and impressive achievements in both research and application have been obtained [1]. However, the recognition of unconstrained handwriting still involves some challenges, e.g., varied writing styles, confusion between similar characters and large set of characters [2, 3]. Jin’s work [4], as well as classification results of Chinese handwriting recognition competition in ICDAR 2013 (CHRC2013), shows that the decrease of recognition rate in unconstrained HCCR mainly results from the resemblance of similar characters. Some examples of similar characters from the SCUT-COUCH2009 dataset [4] are shown in Figure 1.

Tao et al. [5] introduce discriminative locality alignment (DLA) [6, 7] to SHCCR and demonstrate that DLA has better performance than linear discriminant analysis (LDA) [8]. Later, to improve its performance on nonlinear features, kernel discriminative locality alignment (KDLA) is proposed [9]. Although DLA has many advantages, e.g., overcoming the nonlinearity of the distribution of samples, preserving discriminative information over local patches, and avoiding the matrix singularity problem, DLA is very sensitive to the choice of parameters, and the optimal parameters for each group of similar characters are not consistent.

To overcome the problems above, we present an improved DLA, termed adaptive discriminative locality alignment (ADLA). The proposed method only involves one parameter, and it adaptively selects the parameters in DLA. In the training phase, the process of parameters optimization is not needed. Correspondingly, the kernel adaptive discriminative locality alignment (KADLA) is also formulated in this paper.

The rest of the paper is organized as follows. Section 2 presents the ADLA and KADLA methods. Experiments and analysis are presented in Section 3. Section 4 concludes the paper.

2 Proposed methods

For a set of training samples $X = [x_1, \ldots, x_N]$, each sample $x_i \in \mathbb{R}^m, i = 1, 2, \ldots, N$, and linear dimensionality reduction is to find a proper projection matrix $U$ which projects $x_i$ to $y_i, y_i \in \mathbb{R}^l, l < m$, so that $Y = U^T X$, and $Y = [y_1, \ldots, y_N]$.

2.1 Discriminative Locality Alignment

In DLA algorithm, part optimization is first carried out for each sample. Concretely, a local patch is built for a given sample $x_i$ and its neighbors according to class labels, and an objective function is designed to characterize local discriminative information. Then, DLA performs the whole alignment to integrate all part optimizations to form the global coordinate in the projected low-dimensional subspace [6, 7].

2.2 Adaptive Discriminative Locality Alignment

Although DLA has effectively improved the recognition rate in SHCCR compared with LDA [5, 9], some disadvantages still exist. (1) For each given sample...

![Figure 1. Similar samples with imaginary strokes from the SCUT-COUCH2009 dataset](image-url)
between two samples are very different for different similar character set. The weights of samples for different patches are invariable among the samples with the same class as \(x_i\) or different classes from \(x_i\). To enhance the DLA algorithm, we present an adaptive discriminative locality alignment (ADLA). For a given training dataset \(X = [x_1, \ldots, x_n]\), and \(n_i\) denote the number of samples in the \(j\)th class, and \(l(x_i)\) denote the class label of sample \(x_i\). In the proposed method, the number of samples is proportional to the number of selected samples in the same class, i.e., \(r_i = \rho n_i\), \(\rho \in (0, 1)\). The experiments show that \(\rho = 0.95\) is a good choice. For each sample \(x_i\) with the same class label as \(x_i\), we use a weight \(\omega^{(s)}_{(i,j)}\) to measure its importance in modeling the patch, and it is evaluated by

\[
\omega^{(s)}_{(i,j)} = \frac{1}{1 + \exp(-\|x_i - x_j\|)}, \quad l(x_j) = l(x_i). \tag{1}
\]

where \(\|x_i - x_j\|\) denote the Euclidean distance between two samples \(x_i\) and \(x_j\). Finally, we rank the weights of all the samples \(x_i\), \(l(x_j) = l(x_i)\), and the \(r_i\) samples with the largest weights are chosen to model the patch corresponding to sample \(x_i\).

According to Euclidean distance, for sample \(x_i\), its \(n_i\) nearest neighbors can be identified. Among the neighbors, the samples with different class labels are chosen to model the patch, and they are denoted by \(x_{i1}, \ldots, x_{im}\), here \((0 \leq m_i \leq n_i - 1)\). Their corresponding weights are evaluated by

\[
\omega^{(d)}_{(i,j)} = \frac{1}{1 + \exp(||x_i - x_j||)}, \quad l(x_j) \neq l(x_i). \tag{2}
\]

Thus, the local patch for \(x_i\) can be formulated as \(X_i = [x_i, x_{i1}, \ldots, x_{im}]\), and the corresponding patch in low dimensional space is \(Y_i = [y_i, y_{i1}, \ldots, y_{im}]\). To make distances between \(y_i\) and its within-class samples very small and distances between \(y_i\) and its \(m_i\) neighbors are as large as possible in the projected space, the distance between \(y_i\) and its \(m_i\) neighbors of a same class are as small as possible, and the distance between \(y_i\) and its \(m_i\) neighbors of different classes are as large as possible, a possible objective function can be defined by

\[
\min_{y_i} \sum_{j=1}^{n_i} \|y_i - y_{ij}\|^2 \omega^{(s)}_{(i,j)} - \beta_i \sum_{l=1}^{m_i} \|y_i - y_{il}\|^2 \omega^{(d)}_{(i,l)}. \tag{3}
\]

It should be noted that the scaling factor \(\beta_i\) varies with different local patch, and in the proposed method, it is defined as

\[
\beta_i = \frac{\sum_{k=1}^{r_i} \omega^{(s)}_{(i,k)}}{\sum_{l=1}^{m_i} \omega^{(d)}_{(i,l)}}. \tag{4}
\]

Then, Eq.(3) can be rewritten as

\[
\min_{y_i} \sum_{j=1}^{r_i} \|y_{F_i} - y_{F_{i+1}}\|^2 \omega^{*}_{(i,j)} = \min_{\omega_i \in \Omega} tr(Y_i L_i Y_i^T), \tag{5}
\]

where

\[
\omega^{*}_i = [\omega^{(s)}_{(i,1)}, \ldots, \omega^{(s)}_{(i,r_i)}; -\beta_1 \omega^{(d)}_{(i,1)}, \ldots, -\beta_i \omega^{(d)}_{(i,m_i)}],
\]

After part optimization step, the global alignment matrix \(L\) can be obtained by summing each \(L_i\) according to sample weights in a global coordinate, and \(N\) part optimization functions can be unified together as a whole one [7], i.e.,

\[
\min_Y \{ \text{tr}(Y^T L Y^T) \} \quad \text{s.t.} \quad U^T U = I. \tag{6}
\]

where \(U\) is an \(l \times l\) identity matrix. The solution of \(U\) consists of \(l\) eigenvectors corresponding to the \(l\) smallest eigenvalues of \(X L X^T\).

### 2.3 Kernel Adaptive Discriminative Locality Alignment

In the proposed KADLA, a nonlinear mapping \(\Phi\) is used to map input data into a high dimensional space, where training samples are denoted by \(\Phi(X) = [\Phi(x_1), \ldots, \Phi(x_N)]\). \(U\) can be obtained by:

\[
[\Phi(X)] \Phi(X)^T U = \lambda U. \tag{8}
\]

Different to ADLA, the \(\beta_i\) is given as follows:

\[
\beta_i = p \times \frac{\sum_{k=1}^{r_i} \omega^{(s)}_{(i,k)}}{r_i} \frac{\sum_{l=1}^{m_i} \omega^{(d)}_{(i,l)}}{m_i}, \tag{9}
\]

where \(p \in [0, 1]\) is a regulator, it empirically sets to 0.1 in the following experiments. Assuming that \(V_i = [v_{i(1)}, \ldots, v_{i(N)}]\) and \(V = [V_1, \ldots, V_N] \in \mathbb{R}^{N \times l}\), because any eigenvector may be described as a linear combination of the observations in feature space, there exist coefficients \(v_{i(j)}\), \(i = 1, \ldots, l\), \(j = 1, \ldots, N\), such that

\[
U_i = \sum_{j=1}^{N} v_{i(j)} \Phi(x_j) \tag{10}
\]

then, \(U = \Phi(X)V\), Eq.(8) reduces to:

\[
[\Phi(X)] \Phi(X)^T [\Phi(X)V] = \lambda [\Phi(X)V]\]

\[
\Phi(X)^T [\Phi(X)] \Phi(X)^T [\Phi(X)V] = \lambda \Phi(X)^T [\Phi(X)V]\]

\[
K [\Phi(X)] V = \lambda V, \tag{11}
\]
where \( L^R \) is global alignment matrix in kernel space, \( K \) is the gram matrix, its entry is given by a kernel function \( K(x_i, x_j) = \phi(x_i)^T \phi(x_j) \). Then, \( V \) is composed of \( l \) eigenvectors corresponding to the \( l \) smallest eigenvalue of \( L^R K \).

## 3 Experiments

We evaluate the proposed methods on some related data from the SCUT-COUCH2009 dataset [4]. Concretely, ten groups of similar characters used by [5, 9] are used in our experiments, and they are all listed in Table 1. Each Chinese character class has 188 samples. Some examples of samples are shown in Figure 2.

In the experiments, all character data are first preprocessed, including smoothing, dot density equalization[11], interpolation[10], and then 8-directional features[10] are extracted. We compare the performance of ADLA, KADLA, DLA, KDLA and LDA [8] in terms of recognition rate. To remove redundant information and avoid singularity, for all algorithms, PCA[12] projection is first carried out. For LDA, the \( n_i - C \) dimensions is retained after the PCA computation, and 160 dimensions for other methods. In our experiments, the Gaussian kernel \( K(x_i, x_j) = \exp(-\frac{\|x_i-x_j\|^2}{2\sigma^2}) \) are employed by KDLA and KADLA, and empirically \( \sigma \) to 1.5. All experiments are carried out using Matlab. The KNN classifier is employed to classify data in low dimensional space.

### Table 1. The dataset used in our evaluation experiments.

<table>
<thead>
<tr>
<th>Group ID</th>
<th>First candidate</th>
<th>Similar characters</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIM_1</td>
<td>永</td>
<td>永永永永永永永永永永永永</td>
</tr>
<tr>
<td>SIM_2</td>
<td>柄</td>
<td>柄柄柄柄柄柄柄柄柄柄柄柄</td>
</tr>
<tr>
<td>SIM_3</td>
<td>勿</td>
<td>勿勿勿勿勿勿勿勿勿勿勿勿</td>
</tr>
<tr>
<td>SIM_4</td>
<td>差</td>
<td>差差差差差差差差差差差差</td>
</tr>
<tr>
<td>SIM_5</td>
<td>凡</td>
<td>凡凡凡凡凡凡凡凡凡凡凡</td>
</tr>
<tr>
<td>SIM_6</td>
<td>于</td>
<td>于于于于于于于于于于于</td>
</tr>
<tr>
<td>SIM_7</td>
<td>斤</td>
<td>斤斤斤斤斤斤斤斤斤斤</td>
</tr>
<tr>
<td>SIM_8</td>
<td>盆</td>
<td>盆盆盆盆盆盆盆盆盆盆</td>
</tr>
<tr>
<td>SIM_9</td>
<td>芭</td>
<td>芭芭芭芭芭芭芭芭芭芭芭</td>
</tr>
<tr>
<td>SIM_10</td>
<td>烂</td>
<td>烂烂烂烂烂烂烂烂烂烂烂</td>
</tr>
</tbody>
</table>

### 3.1 Choices of parameters \( k_1 \) and \( k_2 \)

For DLA and KDLA, parameters \( k_1 \) and \( k_2 \) can be selected in the range of \([1, n_i]\) and \([0, N - n_i]\). For each character class, 35 samples are selected (i.e., \( n_i = 35 \)) for training, and the remaining samples for testing. The parameters \( \beta \) are empirically set to 0.15 and 0.01 for DLA and KDLA respectively, and the reduced dimension is fixed at 9. We use two groups of similar characters, SIM_1 and SIM_2, to illustrate the influence of choice of parameters \( k_1 \) and \( k_2 \) on the recognition for DLA and KDLA. As shown in Figure 3, the black dots are the peaks of recognition rate surface, and apparently they are different for different groups of similar characters. The experimental results show that DLA and KDLA are very sensitive to the choice of parameters. In practice, it is very difficult for DLA and KDLA to find an optimal parameter combination. Comparatively, the proposed methods, ADLA and KADLA, have only one parameter \( \rho \), which is easily adjusted. In the following experiments, two optimal values from SIM_1 and SIM_2 are chosen for all other groups of similar characters.

### Figure 3. Recognition rate vs. parameters \( k_1 \) and \( k_2 \) for DLA and KDLA.

#### (a) DLA(SIM_1, \( k_1 = 23, k_2 = 70 \))

#### (b) DLA(SIM_2, \( k_1 = 15, k_2 = 22 \))

#### (c) KDLA(SIM_1, \( k_1 = 32, k_2 = 28 \))

#### (d) KDLA(SIM_2, \( k_1 = 34, k_2 = 5 \))

### 3.2 Evaluation experiments

For five algorithms mentioned above, we compare their performance on ten groups of similar Chinese characters and summarize the average recognition rates under different reduced dimensions in Table 2. For each algorithm and a given reduced dimension, the result is obtained by averaging the recognition rates for ten groups of similar characters. As shown in Figure 4 and Table 2, when the reduced dimension is more than 9, the recognition rates of different algorithm except LDA keep very stable, and the solution does not exists due to matrix singularity for LDA when \( RD = 11 \). The experimental results show that the performance of ADLA and KADLA is a little better than that of DLA and KDLA. The recognition performance of KDLA and DLA varies with the different optimal parameters from different groups of training samples, e.g., KDLA and DLA with parameters combination \((k_1, k_2)=(32, 28)\) and \((15, 22)\). The training process for DLA and KDLA involves the search of optimal parameters, which is not easily controlled. Although the results show the kernel methods generally have higher accuracy than their counterpart, they usually involve much higher time and storage cost. For example, if the number of classes is 3755, the dimension of features is 512, the number of training samples for each class is 35, and each element of feature vector needs 4-bytes, the storage cost is \(3755 \times 35 \times 512 \times 4 = 269M \) bytes. Additionally, projection matrix and gram matrix also occupy a large

### Figure 2. Examples of handwritten samples corresponding to similar characters in Table 1.
volume of storage space. We also carry out the experiments on a Core (TM) i-3470 3.20 GHz computer with 4 GB memory to compare computation cost of different algorithms. The number of candidate similar characters is 10, and the computation time of 1530 test samples for KDLA, KADLA, DLA and ADLA is 2.42s, 2.52s, 0.065s and 0.066s respectively. Obviously, kernel trick brings more time cost. So ADLA is more suitable for practical application than KDLA and KADLA.

Table 2. Average recognition rates (%) of ten groups of similar characters. RD denotes reduced dimension.

<table>
<thead>
<tr>
<th>RD</th>
<th>Methods</th>
<th>LDA</th>
<th>DLA</th>
<th>KDLA</th>
<th>KDLA</th>
<th>KADLA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>37.2</td>
<td>37.3</td>
<td>39.2</td>
<td>37.4</td>
<td>41.5</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>61.2</td>
<td>64.6</td>
<td>62.4</td>
<td>62.2</td>
<td>64.1</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>73.1</td>
<td>77.2</td>
<td>77.2</td>
<td>75.0</td>
<td>76.5</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>79.6</td>
<td>84.0</td>
<td>84.0</td>
<td>83.4</td>
<td>83.8</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>83.7</td>
<td>88.1</td>
<td>88.7</td>
<td>88.6</td>
<td>87.6</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>85.5</td>
<td>90.5</td>
<td>91.3</td>
<td>91.6</td>
<td>90.5</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>87.1</td>
<td>92.2</td>
<td>93.0</td>
<td>93.3</td>
<td>92.2</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>87.9</td>
<td>93.0</td>
<td>93.9</td>
<td>94.0</td>
<td>93.6</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>88.1</td>
<td>94.1</td>
<td>94.5</td>
<td>94.8</td>
<td>95.5</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>88.0</td>
<td>94.1</td>
<td>94.5</td>
<td>94.8</td>
<td>95.5</td>
</tr>
<tr>
<td>11</td>
<td>NaN</td>
<td>94.1</td>
<td>94.5</td>
<td>94.8</td>
<td>95.5</td>
<td>94.96</td>
</tr>
</tbody>
</table>

Figure 4. Average recognition rates (%) vs. reduced dimension.

4 Conclusions

In this paper, we present an improved DLA method with few parameters, called adaptive discriminative locality alignment (ADLA). Compared with DLA, the proposed method has better recognition rate. It inherits all the advantages of DLA and makes the training process become easy due to no computation of parameter optimization. The preliminary experimental results demonstrate the effectiveness of ADLA and KADLA for SHCCR in terms of recognition rate. For SHCCR, ADLA is very competitive, since it has higher computation efficiency and less memory demand than its kernel version.
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