
Entire shape scan system with multiple pro-cams using texture
information and accurate silhouette creating technique

Yoshinori Oki
Kagoshima University

Marco Visentini-Scarzanella
Kagoshima University

Tomohito Wada
National Institute of Fitness and Sports

Ryo Furukawa
Hiroshima City University

Ryusuke Sagawa
AIST

Hiroshi Kawasaki
Kagoshima University

Abstract

Recently, many approaches have been proposed for
complete 3D reconstruction of moving objects. Par-
ticularly, one-shot reconstruction using a projector-
camera system (pro-cam) has attracted considerable
attention as it can reconstruct the full 3D shape from
a single image and it is therefore suitable for captur-
ing moving objects. However, one-shot measurement
methods have the issue that the projection pattern is
easily affected by the texture of the target object and
its background. Furthermore, background subtraction
can be inaccurate due to the shadow cast by the target
object. In this paper, we propose a method to solve
these issues using texture estimation and online back-
ground synthesis techniques, by relying on a dictionary
of pre-captured images. By applying these methods to
our multi-view pro-cams, we can demonstrate the ro-
bustness of our approach for one-shot reconstruction
of moving objects, with reduced sensitivity to texture
and cast shadows.

1 Introduction

Recently, dense shape acquisition has seen an in-
crease in popularity due to its applications in many
fields, and various techniques have been proposed in
the literature, including Shape-from-Silhouette, Multi-
view Stereo and active techniques. Shape from Sil-
houette [3] is one of the typical methods to acquire the
entire shape in dynamic scenes, however surface details
usually cannot be efficiently recovered.
For static scenes, Multi-View Stereo (MVS) [2] can

generally yield accurate reconstructions, however its
reliance on feature matching results in unreliable re-
sults whenever textureless objects are considered.
On the other hand, active 3D scanning systems are

not influenced by the lack of distinctive features. How-
ever, the texture on the object can still negatively
affect the reconstruction, since the projected pattern
may be absorbed by the object texture and because of
cast shadows, thus resulting in decoding issues.
In this paper, we propose a multi-view active stereo

scanning system which adapts to the object’s texture
characteristics for increased robustness. Specifically,
the pattern is first projected on the object, from which
the object texture is recovered through the Texture
Recovery technique proposed in [7]. Finally, by com-
pensating the color information of the projected pat-
tern with the recovered object texture information, we

are able to acquire the shape of object with complex
texture patterns.
Another severe issue for active multi-view stereo sys-

tem is that the projected light influences the other non-
target objects (e.g., wall, ground, etc.), which results
in problems for precisely defining the object silhouette.
To solve this, we propose an accurate silhouette creat-
ing technique, using a database of backgrounds with
projected structured light patterns.
Without the two techniques, our active multi-view

acquisition system was able to operate only in dark
room conditions with no external interference, how-
ever, following the integration of the techniques, it was
possible to achieve measurements even under natural
ambient light conditions, which drastically facilitate
the scanning. The experiments show good reconstruc-
tion quality using six cameras and six projectors even
in a brightly lit room.

2 System configuration and basic algorithm
of multi-view projector camera system

For our proposed method, we use the active MVS
system proposed by Furukawa et al. [1], where multiple
cameras and projectors are used. In the setup, devices
are placed so that they encircle the target scene, and
the cameras and the projectors are put in alternat-
ing order with known position and orientation. The
projected pattern is static, thus, no synchronization
is necessary between the projectors and cameras. An
example of the system setup is shown in Fig 1(a).
In order to capture the geometry of the scene, each of

the projectors projects parallel single directional lines
(shown in Fig 1(b)) on the object, while the cameras
capture the projected line patterns as 2D curves on
the captured images. Since multiple patterns are over-
lapped on the object, each of the detected curve is iden-
tified to the projector with which the pattern is gen-
erated by using color and curve orientation informa-
tion. This enables to determine the correspondences
between the detected curves and the projected line-
patterns, and consequently to obtain a 3D reconstruc-
tion of the scene.

3 Color compensation by texture informa-
tion

We first focus on reducing the effect of the overlap-
ping between the projected patterns and the underly-
ing object texture by estimating the latter from the
acquired images. Because of the overlaid pattern from
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(a)System configuration (b)Projection pattern

Figure 1. A setup example to reconstruct the en-
tire shape using six projectors and six cameras.

(a)Texture of object (b)Projected pattern image

Figure 2. Capture images.

the active 3D system, the underlying texture cannot be
observed directly; therefore, we use the texture estima-
tion method proposed by Thibault et al. [7]. Having
gained information on the object texture, we can cor-
rect the perceived color of the projected pattern.

3.1 Texture Recovery method using database

In this section, we briefly explain the texture recov-
ery technique employed in our approach [7]. This is an
exemplar-based technique: the first set S1 holds snap-
shots of the object lit with the projected pattern in
a dark environment, while the other set S2 holds their
equivalent snapshots under uniform white light projec-
tion. A dictionary is then created consisting of these
images.

For recovery, the target image is subdivided into
smaller regions of a predefined size, with each subre-
gion treated independently. Assisted by the the images
in S1, a potential subset of candidates with high corre-
lation is chosen for each subregion, where each of the
selected candidates has a counterpart with ”clean” tex-
ture information associated in the S2. In order to avoid
mismatches which can ruin the texture recovery, we se-
lect the best fitting matches within a BP framework,
yielding a smooth texture map with reduced noise and
artifacts between subregions.

3.2 Correction of capture image using texture

In this section, we propose a method to reduce the
effect of the interaction between the structured light
pattern and the texture of the target object. As an ex-
ample we show in Fig 2 and Fig 3, the projected pat-
tern the resulting 3D reconstruction are affected by the
object texture, respectively. As shown in the example,
the reconstruction area is decreased significantly be-
cause of the effect from the object texture (Fig 3Red
circle). We therefore correct each pixel of the captured

Figure 3. Reconstruction result.

image using the following equation:

O(i, j) =
P

T (i, j)
C(i, j), (1)

where O(i, j) is the pixel value after RGB
compensationCP is the original RGB value of
the pattern that was projected, while T (i, j) is the
estimated RGB value of the texture RGBCand C(i, j)
is the RGB value of the structured pattern in the cap-
tured image, for image pixels i, j. While the SN ratio
did not improve following this linear transformation,
the detection accuracy did improve for the following
two reasons:
First, there is an improvement of the detection ac-

curacy of the line from the projected pattern. In the
pattern detection algorithm used in this method, ev-
ery pixel is labeled as Positive(P), No change(0) or
Negative(N), depending on the derivative of the lumi-
nance values, and a label change from N to P or P
to N, is detected as a line with sub-pixel accuracy [5].
Often in areas of dark texture, light absorption from
the texture causes line misdetections. Following the
application of our proposed method, it is possible to
successfully detect the projected pattern lines. The
RGB compensation scheme allows to correctly label
each pixel. However, the noise is also amplified with
this technique, hence we rely on our reconstruction
with silhouette constraints in order to remove most of
the noise present.
Secondly, there is a marked improvement on the de-

tection accuracy of each line ID. The reconstruction al-
gorithm employed uses a De Bruijn ID pattern in order
to prevent false detection, using two colors and three
window sizes. Because of the dependency on color in-
formation, the object texture can result in incorrectly
perceived color which may result in decoding failures.
With the proposed method, we are able to successfully
separate the projected pattern from the object texture,
resulting in correct decoding of the De Bruijn ID.

4 Creating silhouette method based on
database

In general, in order to be able to successfully define
the object silhouette, it is necessary to separate the
image of the target object from its background. How-
ever, in our 3D scanning environment, the 6 projectors
are all active at the same time, thus projecting their
pattern on the surrounding background, which will be
affected by the shadows cast by the object (Fig. 4 and
Fig. 5). Therefore, simple background subtraction will
not work in our scenario. We therefore propose a new
silhouette creation technique to solve this problem.
The basic idea of our technique is to create all pos-
sibilities for the image areas affected by cast shadows
as shown in Fig. 6. Therefore, we capture multiple im-
ages of the background illuminated by different subsets
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Figure 4. Reason of silhouette creation failure

(a) (b) (c)

Figure 5. Example of silhouette failure (a) Back-
ground image, (b) Input image, (c) Silhouette

Figure 6. Workflow for the proposed technique.

of the projectors present in the scene. All these images
are put in a database, which is used to calculate the
similarity with each region of the target image, thus al-
lowing to find correspondences of background regions
even in the presence of cast shadows.

We start by capturing images of the background with
the projected pattern from each projector. Given a
setup with N projectors, we capture N images. Sec-
ondly, we generate combined images in which subsets
of the N original images are superimposed. This re-
sults in a total number of combined images of 2N −1,
which constitute our database.

Finally, during the shape acquisition procedure, sim-
ilarity is calculated for each patch of the object image
against the database using ZNCC (Zero-mean Normal-
ized Cross-Correlation), which allows for linear changes
in luminance. However, whenever both cast shad-
ows and clean background are present in the candi-
date patch at the same time, the similarity score is
negatively affected. Similarly, at the boundary of the
projected lines the perceived color is affected by the
demosaicing algorithm, creating instabilities and false
matches. In order to alleviate these issues, we con-
sider directly using Bayer pattern images as the input
and use an adaptive support-weight [8] when calcu-
lating the similarity. Adaptive support-weights work
by setting a weight to each pixel of the patch based
on color similarity between the center and outer pix-
els, which we have found experimentally to solve our
problem. The patch size is determined depending on
the projected pattern line on the captured image. If
the patch size is too small, it is impossible to obtain
discriminative features, while if the patch size is too

Table 1. Evaluation results in synthetic data.

RMSE[m] Number o f points
previous method 0.001849 27,745
proposed method 0.001427 90,919

large, it can include many areas where multiple shad-
ows are present. In all our experiments, we use a 5x5
patch size. It is shown that there was the region sim-
ilar to the background image. We use this similarity
as the data section of the graph cut, to separate the
background area and the foreground area.

5 Experimental Results

5.1 Synthetic data experiment

Given the Stanford bunny dataset, we generate six
virtual cameras and projectors surrounding the tar-
get object and render the captured images using POV-
Ray [4] for a physically accurate rendering.The result
is shown in Fig 7, which shows our performance in
correcting the projected pattern on the target object
successfully. In this case, PSNR is 23.05dB, recon-
struction result evaluated shown in Table 1.

5.2 Real data experiment

In our experiment, we use six Point Grey Research
Grasshopper cameras (1600x1200 pixels), and six LCD
video projectors at WXGA resolution. The cameras
are synchronized and calibrated prior to the experi-
ment and can capture images at 20 fps.
For our experiment, we prepare an object with com-

plex colored texture, onto which a gray code ID is
projected from each projector. We evaluate the re-
construction accuracy by calculating RMSE of recon-
structed points. The results for our improved tech-
nique of color correction and silhouette detection are
shown in Fig. 8 and 9. The first figures show that the
projected color is successfully compensated with re-
covered texture of object. The latter figures show that

(a) (b) (c)

(d) (e) (f)

Figure 7. Effect of our technique. (a) Texture
image. (b) Projected pattern image. (c) After
correction. (d) Estimated texture. (e,f) Recon-
structed image of (b,c).
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(a) (b) (c)

Figure 8. Color correction: (a) Captured image.
(b) Estimated texture. (c) After correction.

(a)Input image (b)Silhouette image

(c)Input image (d)Silhouette image

Figure 9. Silhouette creation results.

Table 2. Evaluation results.

RMSE[m] Number o f points
previous method 0.008214 136,871
proposed method 0.008241 176,406

the wall and floor are successfully recognized as back-
ground and foreground, despite the complexity of the
projected pattern on the wall and floor, and with the
several cast shadows from the object present. However,
there are some cases of silhouette detection failure as
shown in Fig 9. In this case, there is a high correla-
tion between the dark color of the head and the wall,
which results in mismatches. An improvement for such
failure is our future work. In Fig 10, we show the qual-
itative results of our entire work-flow, while numerical
accuracy results are shown in Table 2. As both the fig-
ures and the table clearly show that the reconstruction
area has increased using the proposed method with no
detrimental effects on the accuracy. However, RMSE
is not better than before. The reason is that since the
correction algorithm is a linear transformation, small
noise occurs when a new pattern curves are detected.
This will be investigated in our future research. Fig.11
shows other results of moving humans playing several
sports. We can confirm that the actively moving hu-
mans are successfully captured with our system.

6 Conclusion

We proposed a method to reconstruct the entire
shape of a moving object with an active scanning
method, while reducing the influence of texture and
cast shadows on the projected pattern with a novel
algorithm for silhouette detection. We show that our

(a) (b) (c)

Figure 10. Results comparison. (a) With (top)
and without (bottom) silhouette information. (b)
Previous and (c) proposed method.

Figure 11. Reconstruction result of moving hu-
man (see also supplemental movies).

method allows to increase the reconstruction area with-
out affecting its quality. In our future work, we will im-
prove color compensation for dark regions and silhou-
ette creation accuracy near the cast shadow boundary.
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