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Abstract

In this paper, we propose a high-accuracy, high-
speed method for recognizing pharmaceutical blister
packs. In the proposed method, we first rank reference
images of blister packs stored in a database for a given
query image by using a simple voting process based on
a nearest-neighbor search for local features. Next, we
evaluate the results in ranking order by similarity of
shape and color with reference to a template image
for each reference image. In the evaluation process,
we utilize an arrangement of local features to specify
the area in the query image that is similar to the tem-
plate image. By doing so, we reduce the computational
time compared to simple template matching methods.
To test our proposed method, we constructed a proto-
type and tested it at a pharmacy. As a result of this
experiment, we demonstrate that the proposed method
offers a practical method of recognizing blister packs
accurately and quickly.

1 Introduction

Although pharmacists try their best to avoid dis-
pensing errors, it is difficult to do in practice. Phar-
macists have many kinds of blister packs at their dis-
posal, of which many have similar designs, as shown in
Fig.1. This means that they have to pay careful atten-
tion while dispensing medication to avoid selecting an
incorrect blister pack.

A study has reported that the rate of dispens-
ing errors in a pharmacy was substantially decreased
by identifying medications using barcodes prior to
dispensing[11]. However, most blister packs in Japan
come without barcodes. Therefore, an automated sys-
tem that can recognize a blister pack with a high degree
of accuracy would reduce dispensing errors and lessen
the burden on pharmacy staff.

To the best of our knowledge, there are no studies
that tackle the task of recognizing a pharmaceutical
blister pack from a captured image. Although there are
systems that implement image processing techniques
for preventing dispensing errors[1][3], such systems in-
spect the query image with reference to prescription
data to confirm that no mistake has been made. In
this study, the task is to search for the correct blis-
ter pack in an image database, but not by comparing
a query image against reference images by using pre-
scription data.

In order to recognize a blister pack with a high de-
gree of accuracy and thereby prevent dispensing errors,
we must consider the following points. First, the num-
ber of different blister packs handled by a pharmacy in
Japan can range from several hundred to several thou-
sand, in which many similar designs exist (see Fig.1).
Second, the query image may be a blister pack that

Figure 1. Examples of similar blister pack designs
such as those found at pharmacies.
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Figure 2. We propose a high-accuracy, high-speed
method for recognizing blister packs. The image
to the left is a query image, which was captured
by our prototype. The image to the right is a
reference image, which is in the image database.

has been cut or has a rubber band around it, thus
obscuring some details (see Fig.2). Third, to prevent
dispensing errors, high reliability is required for the
recognition result.

In this paper, we propose a high-accuracy, high-
speed method of recognizing a blister pack from a cap-
tured image as shown in Fig.2. To achieve this, we
utilize a recognition technique based on local features,
a method that is popular in the computer vision com-
munity. The proposed method is a two-step process.
First, to obtain a ranked list for a given query image,
we use a voting process based on a nearest-neighbor
search for local features, which we call the ranking pro-
cess. Second, to improve recognition accuracy of the
results, we inspect the results in ranking order accord-
ing to shape and color similarity by using a template
image, which is the part of each reference images that
was specified manually beforehand. This process is
called the inspection process.

In the inspection process, we utilize an arrangement
of local features to specify the area in the query image
that is similar to the specified template image. By
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Figure 3. The prototype for our blister-pack recognition system. The image to the left is a photgraph of the
prototype, and the image to the right is a schematic of its inner-structure.

doing so, we reduce the computational time compared
to simple template matching methods. It should be
noted that we make use of local features in both the
ranking process and the inspection process in order to
recognize a blister pack accurately and quickly.

2 Prototype Overview

Fig.3 shows the prototype of our blister-pack recog-
nition system. We use a diffused dome light to sup-
press diffused reflection from the blister packs, most
of which are made of laminated aluminum. Note that
the distance from the camera to the transparent acrylic
plate is fixed. Thus, the size of captured images for all
blister packs is the same.

When a blister pack is placed on the plate, the recog-
nition result is displayed on the touch display. There
are no restrictions on the direction of the blister pack,
so all one has to do is simply place a blister pack on
the plate. This makes the system easier to use than
a barcode reader. To automatically detect whether a
blister pack has been placed on the plate, a background
subtraction technique is used for every frame.

From the viewpoint of preventing dispensing errors,
it is essential for the output of the system to maintain
high reliability. Our system guarantees the required
reliability by outputting the recognition result only if
a reference image passes the inspection process for a
given query image. If the reliability is not enough, the
system displays a screen that alerts the pharmacist to
visually verify the image.

The aim of our system is to prevent dispensing er-
rors and reduce the burden on pharmacy staff, so we
make two assumptions for the system: 1) The recogni-
tion algorithm must maintain a high pass ratio for the
inspection process; and, 2) If a reference image passes
the inspection process, the recognition accuracy must
be very close to 100%.

3 Blister-Pack Recognition

Many object-recognition technologies based on lo-
cal features such as SIFT[9] and SURF[5] have been
proposed. The advantage of using local features in ob-
ject recognition is robust for deformation, occlusion,
and rotational change of the target. This advantage
is appropriate for our recognition task because a blis-
ter pack that is captured as a query image could be

Template Area

Reference Image

Figure 4. An example of keypoints for local fea-
tures. The image is a reference image in the
database and the red dots represent keypoints
where descriptors are computed. The blue rect-
angular area represents the template area used
on the inspection process.

cut or partially occluded by a rubber band, and its
orientation is not known.

Although a nearest-neighbor search for local features
is a simple technique, it can achieve high recognition
rates for object-recognition tasks[6]. In addition, this
method does not require a learning stage. However, it
is not clear whether such a method would be effective
for blister packs as they have a man-made design, for
which there exist many similar designs.

Through an experiment we conducted, we found that
a simple voting process based on a nearest-neighbor
search for local features, which we call the ranking pro-
cess, can recognize a blister pack accurately in most
cases. To improve the recognition accuracy and guar-
antee the result, the inspection process is performed
where the results are inspected in ranking order by
shape and color similarity using a template image for
each reference images. Note that the template image
is the part of the reference image that was specified
manually beforehand, as shown in Fig.4. Below, we
describe the details of each process.

3.1 Ranking Process

Local features are retrieved by a two-stage process:
1) keypoint detection, which finds the positions for ef-
fective recognition; and, 2) keypoint description, which
describe the features at the detected keypoints. We use
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Figure 5. An example of corresponding points by
local features. Red lines are drawn in the cor-
responding points of local features between the
query and the template images.

Fast-Hessian[5] for keypoint detection and FREAK[4]
for keypoint descriptions. FREAK is described by a
binary vector, and it has been reported that FREAK
outperforms more-recent state-of-the-art keypoint de-
scriptors while remaining faster[4].

The local features of the reference images are ex-
tracted beforehand and added to a database. When
given a query image, first the local features for the
query image are extracted, and then, by a voting pro-
cess that uses an approximate nearest-neighbor search
on local feature descriptors, a ranked list of the ref-
erence images in the database is obtained. A hier-
archical k-means tree[10] is used for the approximate
nearest-neighbor search. And to reduce the compu-
tational time, we use 300 local features of the query
image, which is randomly selected, for the voting pro-
cess.

The above process can be performed quickly, and
in many cases, the correct blister pack ranks high-
est. However, as there are many similar images in the
database; as a result, sometimes similar but incorrect
images get the most votes. Therefore, an inspection is
performed sequentially from the top-ranked reference
image.

3.2 Inspection Process

Ichimura[7] and Iwamura et al.[8] each proposed a
method for specifying the template area for a query
image using local features when more than one simi-
lar template image is found in the query image. While
these methods are useful for detecting the area, our aim
is to ensure the high reliability of the results. There-
fore, after specifying similar template image areas that
might exist in the query image, we conduct a precise
inspection by calculating the similarity in the shape
and color of the specified area.

The algorithm for inspection is described using the
following expression. Local features extracted from the
query image are described as f q

i = {pq
i , σ

q
i , dq

i }, where
pq

i is the position where a keypoint is detected, σq
i is the

scale of the local feature, and dq
i is the descriptor. Lo-

cal features extracted from the reference image within
the template area are described as f t

j = {pt
j , σ

t
j , d

t
j}.

To obtain an appropriate transform matrix, we first
find the corresponding points of the local features be-
tween the query and the template images that satisfy

H
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Figure 6. The query image is projected by the
matrix H and trimmed to the lower left image.
The red lines shows the corresponding points be-
tween the query and template images.

the following constraints:

||dq
i − dt

j || < Td, (1)

||σq
i − σt

j || ≤ Ts, (2)

where ||dq
i − dt

j || is the Hamming distance, and Td is
the threshold to be set in advance. In addition, the
difference between the scale of the keypoints must be
the same, because the reference and query images were
captured at the same size. Thus we set the constraint
(2). From this, we obtain a set of corresponding points
C = {pq

k, pt
k}. An example of corresponding points is

shown in Fig.5 (we set as Td = 160, Ts = 1).
In many cases, the corresponding set contains out-

liers. In such a case, a transformation matrix between
the two images can be estimated robustly by RANSAC.
However, in the query image there could be more than
one area that is similar to the template image. There-
fore, we uses the RANSAC with local restriction.

From a set of corresponding points C, we randomly
select one set of corresponding points. We describe
the corresponding points as {pq

l0, p
t
l0}. Next, we ex-

tract a set of corresponding points from C where each
distance between the points in the query image and
pq

l0 is less than r, and describe it as Cr = {pq
l , p

t
l}.

We set r as the length of the diagonal of the template
image. Next, we randomly select two corresponding
points from Cr; after which we calculate the trans-
formation matrix H with the affine transformation re-
striction from the correspondence among the three cor-
responding points. And as an appropriate transforma-
tion is a rigid transformation, we confirm whether H
satisfies the following condition, where H = [R|t]2×3

and we set Tdet as 0.05:

1.0− Tdet < det(R) < 1.0 + Tdet. (3)

If matrix H satisfies the condition (3), the set of
points pq

l within set Cr are projected by H onto the
template image. Thus the total number of points that
satisfy the condition where the distance between the
projected and corresponding points is less than ε are
obtained as inliers (we set ε as 5.0). The above process
is repeated multiple times, and a set of corresponding
points is selected where the total number of inliers is
the highest. Finally, the transform matrix H is calcu-
lated from the inliers. Then the query image is pro-
jected by H and trim the projected image by the size
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Figure 7. If there are similar refrence images in
the database, we specified an area for detecting
the similar images.

of the template image (see Fig.6).
Next, we calculate the shape and color similarity

between the transformed query and template images.
Shape similarity is calculated by normalized cross cor-
relation (NCC), and described as Sshape. For the color
similarity, which is described as Scolor, we generate
a color histogram of both images in the HSV color
space and calculate the Bhattacharyya distance be-
tween both histograms. When Sshape and Scolor satisfy
the following conditions, we consider the reference im-
age to have passed the inspection process:

Sshape > Tshape and Scolor > Tcolor. (4)

However, there could be similar reference images,
like those shown in Fig.7. To deal with this problem,
we specify the area for detecting similar images before-
hand. For a reference image that satisfies the condition
(4), if it is known that there are similar images for the
reference image, we calculate the NCC in the speci-
fied area. We described the NCC as Slocal and confirm
whether it satisfies the following conditions (we set as
Tshape=0.80, Tcolor=0.70, Tlocal=0.90.):

Slocal > Tlocal. (5)

If a reference image passes the inspection described
above, the image is output as a result. If it does not,
the next reference image in the ranked order is in-
spected. If there is nothing that passes the inspection
process for the top Tn, which we set as Tn = 5, by
the sum of Sshape, Scolor and the rate of the vote ob-
tained by the ranking process for each reference image,
we sort the images in descending order and output the
top-ranked reference image as a result. In such a case,
as we cannot guarantee the reliability, an alert screen
is displayed on the touch display.

4 Experiment

The recognition algorithm was implemented in C++
using OpenCV 2.4.2[2] on a 2.7GHz machine. We con-
structed a prototype and tested it at a pharmacy. The
number of blister packs handled at the pharmacy was
497. We used 1169 images which were captured during
the test period for recognition accuracy.

The recognition results are shown in Table 1. As
shown, the recognition algorithm using the ranking pro-
cess only can correctly recognize 95.5% of test images.
This indicates that local features are effective for rec-
ognizing blister packs. But it also indicates that this
process alone is not enough to guarantee the reliability.

Our proposed method improve the recognition ac-
curacy as shown in Table 1. Note that if no refer-
ence image passes the inspection process within the top
five reference images, we re-rank the top five by the
inspection score. Even more importantly, in our pro-

Table 1. Recognition result by ranking process
only and by our proposed method.

Correct blister pack within Top1 Top5
ranking process only 95.5% 99.6%
Our proposed method 99.1% 99.6%

posed method, 1038 test images out of 1169 (88.8%)
passed the inspection process, and for the test images
that passed the inspection process, the recognition accu-
racy is 100%. Thus we have proved that our proposed
method contributes to preventing dispensing errors.

The proposed system is also very fast. The aver-
age processing time is 350ms, while the ranking pro-
cess takes 170ms. This means that the recognition re-
sult appears on the display as soon as a blister pack is
placed on the prototype.

5 Conclusion

In this paper we proposed a method for recogniz-
ing pharmaceutical blister packs with a high degree of
accuracy and at a high speed. Experiments showed
that although a simple voting process using local fea-
tures can correctly recognize most query images, but
the process alone is not enough to guarantee the reli-
ability. Therefore, we inspected the reference images
in ranking order. To streamline the inspection process,
we utilized an arrangement of local features, which en-
abled us to identify the template image area in the
query image. Note that we utilized local features in
the both processes. The results of the experiment ver-
ified the effectiveness of the proposed method.
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