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Abstract

Counting and tracking vehicles in very crowded
scenes is a very challenging problem, where many prod-
ucts require discipline conditions to deal with. In this
paper, a novel algorithm for automatically counting the
number of moving vehicles and estimating their veloci-
ties and paths in regular and very crowded scenes, un-
der different conditions, is presented. In this method,
interest points are detected and trajectories are calcu-
lated independently where confusing trajectories are re-
moved. Initial clustering of the interest points based
on proposed mathematical relations is performed. The
number of moving vehicles is estimated by grouping
the initial clusters based on a new adaptive background
construction method, maximum sub-rectangle sum al-
gorithm and disjoint set data structure. Our algorithm
has been applied to a collected dataset representing very
crowded traffic scenes, where it showed an excellent
high accuracy. In addition, it has low storage and
computational requirements, which promotes it for real
time applications.

1 Introduction

Intelligent transportation system (ITS) aims to ease
traveling, enhance roads usage efficiency and decrease
congestion and time consumption, which is extremely
useful for public security and resources management.
Traffic flow monitoring system can be divided into two
categories: On-road detectors and vision based sys-
tems. On-road detectors, such as loop detectors, have
high costs and some difficulties in their installation
and maintenance. In addition, they are point detec-
tors and provide limited amount of information. Vi-
sion based systems are more popular due to their low
cost and easy maintenance. Most approaches for ve-
hicles detection are using motion features to detect
moving vehicles from video sequences. However, due
to illumination and background variation, developing
an accurate and robust vehicle detection system for
very crowded scenes under different conditions is very
challenging. Different approaches have been presented,
as background subtraction which is extremely sensi-
tive to light changes. Adaptive background techniques
are used in [1], [2]. Vibha [1] used background sub-
traction to improve the adaptive background mixture
model which makes the system learn faster and more
accurate. However, the accuracy is limited in crowded
scenes due to the presence of occlusions. Other meth-
ods [3], [4] are based on finding symmetry in image
for vehicle detection. Lei Gao [3] used the represen-

tation of red colors to find rear-lights regions in ve-
hicles and symmetry function to analysis the symme-
try of the color distribution to figure out the accurate
position of the symmetry axis. However, this algo-
rithm constrains vehicles to move in a certain discipline
pattern. Alberto [4] searched for areas with a high
vertical symmetry in multi-resolution images. Sym-
metry is computed using different size boxes centered
around interest areas, which is computationally expen-
sive. These methods do not fit for crowded scenes due
to occlusion. In this paper, a novel method for count-
ing moving vehicles in regular and very crowded scenes
is proposed. This method is based on obtaining corner
points and tracking them independently to obtain their
trajectories. Confusing trajectories are removed and
the remaining ones are initially clustered. Newly adap-
tive background construction, sub-maximum sum algo-
rithm and disjoint set data structure are used to obtain
bounding boxes around moving vehicles and their num-
bers and trajectories. Experimental results, performed
on a newly collected dataset for very crowded scenes,
confirm the excellent properties of our algorithm.
This paper is organized as follows: Section 2 describes
our approach. Experimental results and analysis are
introduced in Section 3. Conclusion is presented in
Section 4.

2 Our Approach

This section presents our method for detecting and
tracking moving objects in crowded scenes as described
in table 1. Section 2.1 introduces features extraction
and tracking. Remove confusing trajectories are pre-
sented in section 2.2. Section 2.3 describes the initial
clustering technique. Statistical method for adaptive
background construction is introduced in section 2.4.
Finally, section 2.5 shows extraction of vehicles bound-
ing boxes.

2.1 Extracting suitable corner points and their
trajectories

Determining the motion parameters of moving
points in a sequence of images can be computed by
identifying pairs of points that correspond to each oth-
ers in two images taken at time t and t + δt. A good
property of corner points is that they can be precisely
identified in an image rather than pixels in flat zones.
A corner detector [5] can be described as a point with
high spatial gradient and high curvature. For this rea-
son, motion vectors associated with corner points are
quite reliable. Rather than computing corner points
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Table 1. Major Steps of the Proposed Algorithm

1− Extract suitable corner points and their trajecto-
ries.

2− Remove False Trajectories.

3− Initial clustering based on Angle, Displacement
and Parallel Similarity.

4− Adaptive background construction.

5− Extracting bounding boxes of vehicles based on
adaptive background construction method, sub-
maximum sum algorithm and disjoint set data
structure.

overall frame pixels, which waste time and efficiency,
foreground pixels can be extracted from frame differ-
encing, which highlights regions that changes in con-
secutive frames. Morphological operations are applied
to remove noisy regions. The filtered foreground pixels
are grouped into regions employing connected compo-
nent labelling algorithm. corner points detector is ap-
plied on each region which assure that each corner is a
moving pixel. This pre-processing step will also facili-
tate clustering. After calculating corner points, optical
flow, e.g Pyramid lucas kanade optical flow method [6],
is applied on these points in frame t to get the corre-
sponding points in frame t+δt. Points are tracked over
sequence of images using optical flow to calculate tra-
jectories.

2.2 Remove confusing Trajectories

This step is for enhancing the clustering process.
In our algorithm, detected trajectories can be classi-
fied into two categories; normal (smooth) and abnor-
mal (non smooth) trajectories. A smoothness value of
the trajectory can be defined by speed and direction.
In our method, speed measurement is used. For each
three consecutive points P0, P1, P2 the smallest dis-
tant between the first and the third point is calculated
divided by the summation of the length of segment
P0P1 and P1P2. Smoothness of speed is measured by
the following equation

Smooth(Tj) =

∑N−2
i=1

dist(pi,pi+2)
dist(pi,pi+1)+dist(pi+1,pi+2)

N − 2
(1)

Where Pi is the point number i in the trajectory j, N is
the number of points in the trajectory and dist(P1,P2)
is the Euclidean distance between these two points.
Trajectory will be removed if the smoothness term
is less than a specific threshold. The best smooth-
ness occurs when Smooth(Tj) term is equal to one.
Small Trajectories that may result from simple shak-
ing movement in the camera caused by wind, which
is common in outdoor surveillance, beside small move-
ments in the scene background, e.g movement of tree
branches, should be removed by calculating the length
of the trajectory

Length(Tj) =
N−1∑
i=1

dist(pi, pi+1) (2)

Where Length of Tj represents the number of pixels in
the trajectory.

2.3 Initial Clustering

Clustering is an important step of our algorithm
where trajectories that belongs to the same object will
be obtained. The input of this step is the vector Tr

Tr = {Tr1, Tr2,. . . , TrL}
Where Trj is the jth trajectory and L is the number
of trajectories. A single trajectory Trj is often repre-
sented as a path, which consists of sequence of points.
It can be denoted as

Trj = {P 1
j , P

2
j ,P

3
j . . . ,PN

j }
Where N is the number of points in the trajectory.
Given such input data, the goal is to produce a set of
clusters

Clust = {C1, C2,. . . ,CM}
Where M is the number of moving objects. Clustering
is based on three parameters by which we can decide
if there is an overlap between any two trajectories or
not. The first parameter is angle distance where the
similarity is represented by the mean of angles between
each two segments with respect to standard deviation.

AM =

∑N−1

i=1
A(piap

i+1
a , pibp

i+1
b )

N − 1
(3)

AS =

√∑N−1

i=1
(A(piap

i+1
a , pibp

i+1
b )−AM)2

N − 1
(4)

Where A and AM refer to Angle and Angle Mean,
respectively. a and b represents the number of trajec-
tory. AS refers to standard deviation of angle.

A(piap
i+1
a , pibp

i+1
b ) = cos−1

−−−−→
piap

i+1
a

−−−−→
pibp

i+1
b

‖−−−−→piap
i+1
a ‖ ‖−−−−→pibp

i+1
b ‖

∗ 180

π
(5)

The maximum similarity occurs when the result is
equal to zero. The angle will be normalized by de-
termining a specific threshold. If the result of AM is
greater than the specific threshold those two trajec-
tories are not similar. The second parameter is the
difference between displacements of each two lines in
two consecutive frames.

DM =

∑N−1

i=1
dist(pia, p

i+1
a )− dist(pib, p

i+1
b )

N − 1
(6)

DS =

√∑N−1

i=0
((dist(pia, p

i+1
a )− dist(pib, p

i+1
b ))−DM)2

N − 1

(7)
Where DM and DS refer to Displacement Mean and

Standard deviation, respectively. The last parameter
is the parallel similarity. Distances between each two
points in the same frame between each two trajectories
are calculated.

PM =

∑N

i=1
dist(P i

a, P
i
b )

N
(8)

PS =

√∑N

i=1
((dist(P i

a, P i
b ))−AM)2

N
(9)

Where PM and PS refer to Parallel Mean and
standard deviation, respectively. The average distance
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(a) (b) (c) (d) (e) (f)

Figure 1. (a) Extracting suitable corner points, (b) Clusters obtained from the initial clustering step, (c)
Rectangles Si around the initial clusters Ci, (d) Red points represent the negative score, (e) The sub-
rectangles that have maximum sum and (f) Bounding box that merges all intersecting rectangles

between each of the values will be determined. The re-
sult of PS will be normalized by determining a specific
threshold. if the result is greater than this threshold, it
is considered to be non similar. Finally, the similarity
between each two trajectories is calculated by averag-
ing the three parameters discussed above.
To enhance the computational speed, rather than com-
paring all trajectories to each others, Histogram based
on the primary angle from the horizontal axis of all tra-
jectories was first obtained [7]. Trajectories that have
the same angle or close to it will only be compared.

2.4 Adaptive Background Construction

Background construction is an important step for
detecting moving objects. Since background changes
with time due to illumination and background varia-
tion, in this section an adaptive background construc-
tion method is applied based on frame differencing.
Our claim is that the occurrence of background pix-
els values in non-moving parts is repeated more than
any other value. A global 2D-array BK with the same
size of the input video frame size representing the back-
ground, employing the HSV color system, is presented.
Each element in BK represent a pair of values H(the
Hue of the pixel color) and C(counter representing the
confidence of H). H and C will be updated as follows

∗ The initial values of H and C are, C = 0 and H = 0

∗ For each pixel of the non-moving parts.

(1) If C = 0, then H = hue of the current pixel color
value, and increase C by 1.

(2) If C > 0 and H �= hue of the current pixel color
value, decrease C by 1.

(3) If 0 < C < Cmax and H = hue of the current
pixel color value, increase C by 1 and set H =
Hue of current frame, where Cmax is a constant
representing the maximum confidence.

These steps will be applied on all frame sequences to
detect any shadow changes (day/night) and variations
in the background of the scene.

2.5 Extracting bounding boxes around vehicles

For each cluster Ci obtained from section 2.3 as
shown in figure 1(b) an initial rectangle I with size
h∗w will be generated where the center of I is the same
as the center of Ci as shown in figure 1(c). Each ele-
ment of I will take a negative score if the corresponding
pixels is background as indicated by BK and positive

score otherwise, as shown in figure 1(d). We aim to ob-
tain the sub-rectangle Smax of I that covers the largest
part of the moving object as shown in figure 1(e). It
is worth to note that there are h2 ∗ w2 possibilities to
obtain sub-rectangles inside I. Consider a matrix S,
having h rows and w columns whose elements s(i, j)
retain the sum of the elements of the sub-rectangle
(1, 1, i, j) where i = 1 to h and j = 1 to w. Using the
matrix S we are able to compute the sum of the ele-
ments of the current sub-rectangle (i, j, k, l) in order
of one, O(1). The Algorithm that calculates the ma-
trix with the maximum sum is based on the Maximum
Interval problem which is the one-dimensional array
version of the maximum sub-rectangle problem. Us-
ing dynamic programming we can solve the Maximum
Interval problem in order of n where n is the number
of elements in the interval, so, the same algorithm is
applied for solving the maximum sub-rectangle prob-
lem in order of h2 ∗w time complexity, O(h2 ∗w). Fi-
nally, the bounding box that bounds the vehicle shown
in figure 1(f) is obtained by joining all sub-rectangles
Si which are representing all clusters contributing in
this moving object. It is supposed that the rectangles
that share the same vehicle have a common intersec-
tion area. Those rectangles are joined using a disjoint
set data structure [8] to obtain exactly one rectangle
covering the vehicle. The complexity of joining those
rectangles is O(n) where n is the number of rectangles.

3 Experimental results and analysis

Three experiments were conducted on our newly col-
lected dataset [9] representing vehicles in very crowded
scenes taken in different places and at different times.
This dataset has three videos, NUvideoI, NUvideoII
and NUvideoIII, where vehicles are not following any
lanes or fixed pattern. NUvideoI was recorded on
a highway road during day time as shown in figure
2(a). Camera was installed on a six meters high.
Number of vehicles passed through a predefined vir-
tual zone was 3337 in 45 minutes. NUvideoII and
NUvideoIII were recorded on ring road at two differ-
ent times with different shadow conditions as shown
in figure 2(b) and 2(c). Camera was installed on an
eight meters high. Number of vehicles in ten minutes
was 1141 and 1168, respectively. The first experiment
was applied on NUvideoI where camera was attached
with panda board 1M RAM and CPU Dual-core ARM
Cortextm A9 MPCoretm with Symmetric Multipro-
cessing (SMP) at upto 1.2 GHz as shown in figure 3.
The algorithm counted 3366 vehicles and recorded the
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(a) (b) (c)

Figure 2. (a) NUvideoI, (b) NUvideoII and (c) NUvideoIII dataset samples

time stamp of the entrance and exit of each vehicle
which passed through the virtual zone and achieved
an accuracy of 99.2% with a real time computation.

Figure 3. Camera attached to panda board

The second and third experiments were applied on
NUvideoII and NUvideoIII. These experiments
were run on an Intel core(TM)2 Duo T6500 2.1GHz
PC with 4GB RAM. The algorithm counted 1151 and
1196 vehicles which achieve an accuracy of 99.13% and
97.60%, respectively. The average process time in our
experiment was equal to 0.1 seconds per 5 frames which
promotes our algorithm for real time applications. It
is concluded that the algorithm count and track vehi-
cles in real time with limited computational resources.
Practical deployments shown in table 2 confirm these
excellent properties. An additional experiment was
performed on a video representing an aerial view of ve-
hicles in Paris, as shown in figure 4. Consistent results
were obtained, were an accuracy of 100% was achieved.

Table 2. Results of our method applied on our
collected videos where T is the true number of
vehicles and E is the estimated number calculated
by our algorithm

Video name T E Accuracy

NUvideoI 3337 3366 99.20%
NUvideoII 1141 1151 99.13%
NUvideoIII 1168 1196 97.60%

4 Conclusions

In this paper, we presented a novel algorithm for
detecting and tracking moving vehicles in regular and
very crowded scenes. Our algorithm is illumination
and scale invariant where vehicles are not follow-
ing any discipline or pattern. The proposed method
was applied to our collected dataset representing very
crowded scenes. An accurate and consistent results

were obtained. In addition, this method has an in-
expensive computational and storage cost which pro-
motes it for real time applications.

Figure 4. Trajectories for an aerial view for vehi-
cles in Paris
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egory D. Hager and René Vidal: “Histograms of Ori-
ented Optical Flow and Binet-Cauchy Kernels on Non-
linear Dynamical Systems for the Recognition of Hu-
man Actions”. CVPR, 2009, pp. 1932-1939, June 20-
25, Miami, Fl.

[8] T. H. Cormen and C. E. Leiserson and R. L. Rivest
and C. Stein: “Introduction to Algorithms - 3rd ed.”,
MIT Press and McGraw-Hill, 2009, ISBN 978-0-262-
03384-8.

[9] http://www.cis.nileu.edu.eg/cv/papers/

dataset-1/

314


