
Rotated Kanji Character Recognition 

Yuta Baba, Hiroyuki Hase and Shogo Tokai 
Graduate School of Engineering, University of Fukui 

3-9-1 Bunkyo, Fukui-city, 910-8507, Japan 
y-baba@monju.fuis.u-fukui.ac.jp  {haseh,tokai}@u-fukui.ac.jp 

 
 

Abstract 

We proposed a rotated character recognition method 
using eigen-subspace characterized multiple projection 
and simple projection. Then the multiple projections 
showed a higher accuracy at low dimensions than a sim-
ple projection for alphanumeric 62 categories. This time, 
we applied it for the first class of Japanese Industrial 
Standard (JIS) Kanji set which includes 2,965 categories. 
As the result, very high recognition accuracy over 99.8% 
was achieved especially by the multiple projections of 
the input rotated images. 

1. Introduction 

Some researches on rotated character recognition have 
been reported so far[1,2]. Recently, A new scheme was 
proposed for rotated characters[4] which was based on 
the parametric eigen-space method[3]. And also, the oth-
er research covering 3D rotation of a character image  
has been proposed[5]. Both of them targeted 62 catego-
ries of alphanumeric letters. However, these are the same 
method in the meaning of using eigen-subspace. 

In this paper, we apply this method based on eigen 
subspace for Japanese characters of First Class of JIS 
Kanji Set which includes 2,965 categories. We experi-
mented using this method for 2D rotated Kanji characters 
of Gothic font. In this work, we handle noise-free cha-
racter image data by automatic character image 
generation, because it makes character image collection 
easy and the system performance is affected by various 
factors of field data. We try to keep a higher image qual-
ity as good as possible when we acquire images though it 
is difficult. Therefore, you will be able to refer to the 
results of this study as the nearly best result when you 
could get higher quality image. In this study, the recogni-
tion rate depends on only three factors, that is, a lack of 
information by reducing image size and limited dimen-
sions, and a lot of competing categories. In the previous 
work, some simulations[4] using ideal character images 
were first carried out, then, good results close to the si-
mulation result was obtained by developing a real-time 
system with a camera[8]. 

1.1. Kanji image generation 
Kanji images are automatically generated by using 

Free Type library that is a software font engine[7]. By 
this program, we can get any fonts and any size of bit-
map Kanji images.  

We generated 128×128 pixels binary images of First 
class of JIS Kanji with gothic font. 36 character images 
rotated by 10 degrees are used for learning process in 

each category, and these image sizes are changed into 
50×50 pixels after extracting the bounding square of a 
character area. We also prepared 51 images for recogni-
tion test that are from 7 degrees to 357 degrees rotated 
by 7 degrees. Therefore 5 images for learning are in-
cluded in the test image set in each category. In the 
previous paper[8], between the recognition results using 
32×32 binary image for alphanumeric letters and the 
experimental results using 8×8 pixels with 17 levels, it 
was no difference in recognition rate. So, in this work, 
we converted from 50×50 pixels binary image to 8×8 
pixels 65 levels image. You may think that a 8×8 pixels 
image is very coarse for Kanji pattern, but 8×8 pixels 
images keep their information by the pixel value of 65 
levels. This feature representation is one of the easy 
ways. Computing speed becomes very fast by this resiz-
ing. In section 3, we compare the recognition 
performance by image size. 

2. Recognition scheme based on eigen 
subspace 

2.1. Learning process 

For example, a 50×50 binary image can be described 
by a 2,500 dimensional vector. The value of a pixel is 0 
or 1. A 8×8 image with 65 levels can be described by a 
64 dimensional vector. In general, let an image pattern be
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where km  is the mean vector of the k -th category. 
The covariance matrix can be obtained through eigen 
expansion; 
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where, category index k  was omitted for �  and � . 
We obtain at most 35 non-zero eigenvalues because the 
rank of the covariance matrix is at most 35. Let the ei-
genvectors corresponding to eigenvalues 3521 ,,, ��� �  
be 3521 ,,, ��� � . Using the first n  (<35) eigenvectors, 
an eigen-subspace � � },,,{ 21 n

k
nU ��� ��  can be created. 

Then, as projected )35,,1,0()( ��if k
i�  onto the � �k

nU , 
that is, the projected point k

iF )(�  is ))(()( kmk
if

tk
nU 
� , a set 

of the projected points }{ )(
k

iF�  draws a locus sequen-
tially because the angle changes consecutively. We 
denote the locus as )(k

nL . The locus by 36 points can be 
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interpolated. In this research, 360 points were interpo-
lated by the periodic spline interpolation. The angle of an 
interpolation point is given integer value by dividing two 
angles of k

iF )1( 
�  and k
iF )(�  by ten. Therefore, the preci-

sion of angle estimation is at least one degree. We show 
loci of " " and " " on 2D eigen-subspace that their 
character shapes are similar in Figure 1, but their loci are 
quite different in this case.  

  

(a) category" "         (b) category" " 
   Fig.1 Examples of loci(category " and ") 

2.2. Recognition process 

(a) Recognition by simple projection 
An unknown image x  is first projected onto all 

)(k
nU ),,2,1( Ck �� . We will denote the projected point 

of x  as X , that is )()( kmx
tk

nUX 
� . Verification is car-
ried out by finding the shortest distance between X  
and )(k

nL . We represent the shortest distance to the cate-
gory k  as )(Xd k . Therefore we can obtain the 
recognition result *k  as follows; 

)}({minarg* Xkd
k

k �                       (3) 

The angle of the unknown image is given by the angle 
of closest point on the locus. In this way, we can obtain 
the recognition result and the character angle of the input 
image at the same time. We show the recognition scheme 
by simple projection in Figure 2. 

k=1 k=2 k=C 

X  

X  X  

11 ),( �Xd  22 ),( �Xd  CC Xd �),(  

**,�k  
 

Fig.2 Recognition scheme by simple projection 

(b) Recognition by multiple projections 

In the previous method, there may be many cases that 
the projected point is accidentally close to the locus of 
other category. To prevent this accidental misclassifica-
tion, we proposed a method that creates multiple images 
by rotation of an unknown image[4]. These images are 
projected onto every eigen-subspaces. We obtained 
higher accuracy for alphanumeric letters. We denote the 
number of created multiple images including the original 
image as R . For example, in the case of 3�R , two 
images are created by rotating by 120 degrees and 240 

degrees. In our previous work, we changed R  from 1 
to 5, as the result, R=3 or 5 showed higher performance 
rather than R=2 or 4. In addition, recognition by simple 
projection is the case of 1�R . 

Figure 3 shows a recognition scheme of multiple pro-
jections in case of 3�R , the distance of category is 
defined as the average among three distances. 
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}{
E  means the average operation. 

Fig.3 Recognition scheme by multiple projections 

The angle is estimated as the angle of corresponding 
point on the locus to the original unknown image.  

In addition, we adopt a reasonable restriction that the 
angles of corresponding adjacent points on the locus 
should have the same angle difference because the rota-
tion angles of multiple images are known. So, adjacent 
corresponding points on the locus must have the same 
angle difference of 120 degrees in case of Figure 3. In 
the previous paper[4], we did not use this restriction. 
This restriction is one of ingenuities for handling a lot of 
categories. 

3. Experimental results 

A. Recognition performance for character size 

In recognition experiment by simple projection, Figure 
4 shows recognition rates by the simple projection using 
the first n  dimensions for 50×50 binary images and 
8×8 65 levels images. The recognition rate using the first 
35 dimensions is 99.80% for 50×50 character images, 
and 99.74%(150,826 correct per 151,215 samples) for 
8×8 character images. Both results are very high. 

 
Fig.4 Recognition rates for 50×50 binary images and 

8×8 65 level images 
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The accuracy for 8×8 character images is lower than 
the one of 50×50 character images at low dimensions. 
But, the deterioration of recognition rate is not seen at 
high dimensions. This is conceivable that loss of the in-
formation is suppressed by 65 levels of 8×8 character 
image. Since, we will show some experimental results 
using 8×8 character images hereafter. 

B. Recognition by simple projection 

To cope with the deterioration of recognition rate at 
low dimensions, two-step recognition process will be 
effective, that is, categories included in the p  place are 
nominated, then apply detailed recognition for the can-
didate categories. On the other hand, multiple projections 
by rotated unknown characters will be also effective.  

First, we show the cumulative recognition rate for 8×8 
character images in Figure 5. The parameter p in Figure 
5 is the number of best candidates. 

 
Fig.5 Cumulative recognition rate 

The cumulative recognition rate at 10 dimensions for 
p=10 is 98.66%. In addition, all true categories are in-
cluded in 23 best candidates with the first 35 
dimensions.  Further classification for the best candi-
dates will be effective by using high resolution image, 
as 50×50 images already showed high recognition rate 
in low dimensions in Figure 4. 

C. Recognition by multiple projections 

Next, we show the recognition rate by multiple pro-
jections of 3�R  in Figure 6. You can see that the 
recognition performance at low dimensions is quite 
higher than that of 1�R . 

 
Fig.6 Recognition rate by multiple projections(R=3,5) 

 
The recognition rate of R=3 at the first 10 dimensions 

is 99.66%, and 99.99%(20 errors in 151,215 test sam-
ples) at all 35 dimensions. The recognition rate of R=5 

at the first 10 dimensions is 99.92%, and 99.99%(8 er-
rors in 151,215 test samples) at all 35 dimensions. 

We can cover the deterioration of recognition rate at 
low dimensions by the two-stage classification and by 
the multiple projections. In recognition by the multiple 
projections, we got high recognition rate at low dimen-
sions because contingency in simple projection can be 
suppressed. 

D. Estimated angle difference 

We show a histogram of angle difference between the 
true angle and the estimated one in Figure 7. This graph 
is depicted using truly recognized samples and estimated 
angles are restricted within ±7 degrees, and misclassified 
sample are excluded. Furthermore, 26 samples of cate-
gory “ ” are excluded because their estimated angles 
were upside down. All samples correctly recognized  
except “ ” are within ±3 degrees. The most are high 
precision within ±1 degrees. 

 
Fig.7 Precision of estimated angle errors 

From these results, you can see that interpolated an-
gles of 360 points are nearly correct. In recognition by 
simple projection and recognition by multiple projec-
tions( 3�R ), examples of misclassification using the 
first 35 dimensions are shown in Table 1. Misclassified 
categories are very similar to the input categories. But, 
their estimated angles are within ±1 degrees though 
they are misclassified. In addition, in misclassified 
samples by the multiple projections(R=3), their true 
categories are included in the best two candidates. 

 
Table 1 Examples of misclassification 

Input   Result R=1 R=3 

 24 14 

 11 0 

 11 0 

 9 3 

 9 1 

 8 0 

 7 0 

 6 0 

 6 0 

 6 0 

others 292 2 
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E. Angle dependency of misclassification 

In this part, we consider angle dependency of 
misclassification. Because we use test samples that 
were rotated by 7 degrees, the number of samples is 
evenly five for each angle of last digit from 0 to 9 ex-
cept 357 degrees. The number of all test samples for 
each last digit is 14,825 data. We considered the ten-
dency of misclassification for the usage of 36 learning 
data that were rotated by 10 degrees. We show a histo-
gram for each last digit of input character angle by 
simple projection and multiple projections( 3�R ) in 
Figure 8. Both of them used all 35 dimensions. We con-
sider by this investigation whether 36 learning samples 
are enough or not . 

Because we used 36 learning samples that were ro-
tated by 10 degrees, there are many misclassifications 
by simple projection at 5 degrees as shown in Figure 8.  
Misclassification tends to occur in the data away from 
the learning data angle. That will be due to the error by 
the spline interpolation. Misclassification for each angle 
is less than 70 in 14,825 characters(accuracy over 
99.53% ), that is very few, so 36 learning data are al-
most enough.  The distance between two neighboring 
projected points on the subspace is different by catego-
ry and angle. Therefore, it seems to be able to reduce 
misclassification by adding intermediate data in the 
learning process. 
In recognition by multiple projections, misclassified 

characters are very few,. The angle dependency is not 
seen. In recognition by multiple projections, if one 
distance from projected point on the locus is big, and 
other two distances are small, misclassification will not 
happen because the average becomes small. In this 
meaning, the multiple projection has an advantage of 
robustness. 

 
Fig.8 Angle tendency of misclasification 

F. Computation time 

The specification of the system used for the simuration 
is as followes; 

CPU : Intel Xeon(6core/12thread),Main memory : 
48GB. 

In the recognition process, all categories are divided 
into 15 threads for parallel computation. 

(a) case of 50×50 binary images using 35 dimensions 
Computation time per a character is 2.26[s] 
Memory for the dictionary : 2.43[GB] 

(b) case of 8×8 65 levels image using 35 dimensions 
Computation time per a character is 0.20[s] 
Memory for the dictionary : 353.5[MB] 

(c) case of 8×8 65 levels image using the first 10 di-
mensions by multiple projections( 3�R ) 
Computation time per a character is 0.15[s] 

4. Summary 

We proposed a rotated character recognition method 
using eigen-subspace for alpha-numeric characters be-
fore, In this paper, we applied it for the first class of 
Japanese Industrial Standard (JIS) Kanji set which in-
cludes 2,965 categories. As the result, we have obtained 
very high recognition rate. At first, we showed that the 
recognition rates at 35 dimensions for different sizes of 
image are almost same but at low dimensions, it de-
creases a little for small image size. Next, we 
experimented by two recognition methods that were the 
simple projections using only input image and the mul-
tiple projections using rotated images created by rotation 
of the input image. As the results, we have got very 
higher recognition rate than simple projection. The rec-
ognition rate is 99.74% for simple projection using 35 
dimensions, and 99.99% for multiple projec-
tions( 3�R )using 35 dimensions. Then, the multiple 
projections showed high performance at low dimensions. 
In addition, we considered whether 36 learning data is 
enough or not by analyzing the angle tendency of mis-
classification data, then we suggested an improvement of 
recognition rate. In the future, we will consider the in-
fluence of the noise on a real image that exerts to the 
recognition rate. Furthermore, we try to absorb variations 
of real image by effective feature extractions. In addition, 
we want to develop a real time system. 
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