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Abstract

One of the big challenges of today person detectors
is the decreasing of the false positive rate. In this pa-
per, we propose a novel framework to customize person
detectors in static camera scenarios in order to reduce
this rate. This scheme includes background modeling
for subtraction based on gradient histograms and Mean-
Shift clustering. Our experiments show that the detec-
tion improved compared to using only the output from
the pedestrian detector reducing 87% of the false posi-
tives and therefore the overall precision of the detection
was increased significantly.

1 Introduction

Within the marketing business, several analysis re-
garding concurrence of people in a specific hall, area,
or zone are of great importance to define the value
of marketing spots, effectiveness of merchandising pro-
grams, better store locations, and many others. People
detection is therefore critical for these studies.

People detection in images and videos has been a
widely researched field. There has been significant
progress in the last decade [2, 5, 6] just to mention
a few. The accuracy of these algorithms is satisfac-
tory. Most of them are trained in a generic way that
tries to deal with all the possibilities of person and
background. This approach is very useful as a general
tool for detection, adding up the near real-time per-
formance those algorithms have lately arrived to [1].
However, this approach requires a huge training set to
cover a very large variety of viewpoints, resolutions,
lighting conditions, blur effects and many other vari-
ations. This condition leads to the drop in accuracy
in specific video sequences. Let us take surveillance as
an example. Variations in viewpoints, resolutions and
background are considerably reduced and make easier
to train a detector for this specific scene.

Recently, many efforts have been made that aim to
train specific scenario detectors [7, 8, 9]. In [10], the
authors developed an automatic framework that trains
a generic detector for a specific scenario using the tech-
nique of Transfer Learning.

On the other hand, background subtraction is widely
used for detecting moving objects from static cameras.
The main idea is that detecting moving areas on the
current frame comes from the difference from a refer-
ence frame (also called ”Background frame” or ”Back-
ground Model”). Many different methods have been
proposed including Gaussian average models [12], Tem-
poral median filters [13], Mixture of Gaussians [14], etc.

Our proposal presents a novel approach to model
background and joins both, people detection and back-

Figure 1. a) People Detection, b) Background
Subtraction, c) Intersection between detections
and foreground, d) Final result

ground subtraction, to reduce the amount of false pos-
itives. This new scheme has as advantages the ease
of implementation, the lack of a retraining step of the
detector, and the modular design of the algorithm. All
of these characteristics help in the reduction of time in
the stages of development and installation of real life
applications.

2 Our Approach

Given the objective of improving a person detector
within a stationary camera scenario, we propose a par-
allel post-processing scheme that applies background
per-cell gradient histogram modeling to define possi-
ble foreground areas and therefore reject false positives
from the generic person detector.

2.1 People Detection

Up to our knowledge, Dollár et al. in [1] developed
one of the best state-of-the-art real-time people detec-
tor:

Fastest Pedestrian Detector in the West: [1] A
multi-scale pedestrian detector based on [4] uses a
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novel re-scaling technique to construct the image
pyramid nearly on real time. The key insight is
that the feature responses, in this case gradient
histograms [2], computed at a single scale can be
used to approximate feature responses at nearby
scales. This approximation accelerates the detec-
tion 10-100 times with only a minor 1-2% of loss
in accuracy.

Figure 2. Examples of person detector [1]

2.2 HoG Cells

As mentioned before, to model the background, re-
searchers commonly use per-pixel frameworks and per-
form different types of parametric or non-parametric
algorithms [12, 13, 14, 15, 16]. These techniques have
trouble dealing with high resolution images since the
amount of computational work increases considerably
as image resolution raises. Together with that, per-
pixel modeling is affected by changes in illumination in
the scene. Therefore, we propose to work on a higher
level than pixels. Each frame is divided into squared
cells, from which the gradient histogram is extracted.
For each cell, we compute the gradient histogram as
in [2], with 9 bins for angle values. This idea has the
advantage of reducing the amount of computation, and
also inherits the property of gradient histograms that
are illumination invariant.

The size of the cells can be defined depending on the
specific application. This parameter has to be coherent
with the size of the detections the application is built
to find.

2.3 HoG Cell Mean-Shift Clustering for Back-
ground Modeling

Similarly to [11], where the author uses a Mean-
Shift clustering to model the background, we build the
model from the output of a per-cell Mean-Shift clus-
tering over a number N of recent or previous frames.
The hypothesis is that the background cells will always
correspond to the biggest nc clusters. Figure 3 shows
an example of a clustering result of a cell in a video
sequence. The nc largest clusters represent the struc-
tures that are more constant along time, which means
they belong to background. In order to define this, we

set a time-window represented by a certain number of
frames.

Figure 3. Example of cluster frequency. Larger
clusters correspond to more constant structures
over time, therefore classified as background.

This scheme has the advantage of working with a
very simple clustering algorithm and only consists of
two parameters: the mean-shift bandwidth and the
time-window (number of frames considered to model
the background).

2.4 Background Model Update

Updating the model is critical in this application
since the background may have slow and almost unno-
ticeable changes along time. These variations can come
in the way of day-night light changes, indoor lighting,
moving lifts or doors, furniture changes, etc.

To cope with this, every n number of frames (or
time), parallel to the main detection framework, the
algorithm will recompute the clustering of every cell
and define the clusters which represent background.

2.5 Background and Detection Intersections

In every new frame from the sequence, we select the
person detection (from FPDW [1]) that corresponds
to the target Recall of the application, and in which
the goal is to improve the Precision. Secondarily, for
each cell in the frame, we compute their gradient his-
togram and look up in the model if this cell belongs
to any of the previously learned background gradient
histogram clusters. Using this last output, we build a
foreground mask. Algorithm 1 shows this procedure,
and Algorithm 2 shows the procedure of updating the
model.

Finally, to evaluate the person bounding boxes,
we searched for the intersection of both outputs and
threshold the detections that are lower than certain
intersection percentage. This operation will reject de-
tections activated within a background zone on the im-
age, reducing significantly the amount of false positives
from the detector.

3 Experiments

Our database consists on five videos, each contain-
ing 2700 frames, of different stationary indoor scenes.
We ran several experiments changing the parame-
ters bandwidth for Mean-Shift clustering and timeThr
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Algorithm 1 New Frame Computation
1: for Every new frame do
2: —Run FPDW to get detections
3: —Reject detections which have a bounding box

height smaller than h specified minimum
4: —Compute HoG in Cells
5: —Add frame to history (set of frames determined

by the time-window)
6: —Compute distance of current frame cells from

BG clusters
7: —Threshold distance greater than a threshold

from any BG cluster and define current frame
background cfBG

8: —Compute intersection of cfBG and detections
9: —Reject detections with interesection less than

minInt percentage
10: end for

Algorithm 2 Background Update
1: for all cells in history do
2: —Compute Mean-Shift clusters with bandwidth

parameter
3: —Threshold clusters with number of members less

than timeThr
4: end for
5: Output BG model from clusters

which corresponds to the amount of members a clus-
ter should have during the time-window in order to be
labeled as background. To generate the background
model, we used the first 1000 frames from each se-
quence (update parameter x = 1000) and evaluate the
performance on the rest 1700 frames. The minimum
detection height was set to h = 50.

As evaluation technique, we obtained the Precision,
Recall and F−score from the entire set of frames in the
videos. For this evaluation, the parameters BW and
timeThre used were varied along from BW = 0.05 to
BW = 0.35, and from timeThr = 50 to timeThr =
1000. Figures 4, 5, 6, 7 and 8 show the results of the
top 7 configurations, over the minimum percentage of
intersection minInt used to reject detections.

Figure 4. Precision vs Intersection. Tip at con-
figuration with maximum F-score. See Fig. 6

Results show that the best configuration of BW and
timeThr leads to a precision of 0.75, a recall of 0.99

Figure 5. Recall vs Intersection. Tip at configu-
ration with maximum F-score. (see Fig. 6)

Figure 6. F-Score vs Intersection. Tip at config-
uration with maximum value.

and therefore a F-Score of 0.85.

4 Discussion and Conclusions

We presented a post-processing framework for peo-
ple detection within stationary camera applications.
Since this algorithm works as a post-processing stage
from the people detector, the final miss rate is the
union of both performances. This makes applicable
the proposed framework on person detection where we
can choose the necessary recall since, applying it, we
improve only the precision of the method. Still, the
results show that the detection improved compared to
using only the detector since it reduces the amount of
false positives (from 16000 to 2000 in out Database)
and therefore we obtained the optimal precision and
recall of 0.75 and 0.99, respectively.

Using gradient histograms for background model-
ing instead of building it pixel-wise, showed more
robustness even when dealing with short amount of
information. Capturing the structure of the back-
ground instead of the intensity, gives better results for
foreground-background classification.

However, this algorithm is not capable of reducing
the amount of false positives that are fired inside the
foreground cells. This situation can be attacked by
additionally performing an occlusion reasoning which
will throw better results.
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Figure 7. False Positives vs Intersection. Tip at
configuration with maximum F-score (see Fig. 6)

Figure 8. False Positives Per Image vs Miss Rate

There are several conditions that are dependent on
the real application addressed. First of all, the size of
the expected detections or in other words, the distance
from which we want to detect persons. This condition
is very important to define the correct detector or the
right parameters of it, as well as the minimum height
we want to threshold. Another important characteris-
tic to have in mind regards the background. The vari-
ability of it has to be taken into account when defining
the time window in which we want to work. Param-
eter timeThr addresses this. There are two types of
variability. First, the short term which is for example
trees or lifts and other stuff that moves continuously
along the sequence. As for a long term variability an
example is day light. Varying both timeThr and x
(frames used for updating), the algorithm will attack
both long and short term changes.

As future work, we contemplate the possibility of
building a complete HoG model of background and in-
cluding it on the detection itself. In addition, as men-
tioned before, an occlusion detection to reduce false
positives in foreground areas will also improve the per-

formance. Another way of improving the performance
can be to use different updating scheme. Different clus-
tering algorithms may be also evaluated, for better BG
modeling. Finally, another idea will be to use Con-
ditional Random Fields for foreground false positive
elimination.
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