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Abstract

In this paper, we present a methodology for hu-
man action recognition from a sequence of depth maps
obtained using Microsoft Kinect. Specifically, we
use a Temporal Bag-of-Words model as representa-
tion scheme to capture the variation of features across
the temporal domain. Our methodology builds the
Temporal Bag-of-Words model on top of the spatio-
temporal features extracted from interest points. The
local spatio-temporal features provide some invariance
to scale, viewpoint changes by capturing the local in-
formation. In order to make the representation insen-
sitive to temporal sequence misalignment, we propose
using the Temporal Bag-of-Words model in a hierarchi-
cal manner by recursively partitioning the depth maps
sequence into sub-sequences in temporal domain. Clas-
sification is done using SVM. We test our algorithm on
our own dataset consisting of eight different actions.

1 Introduction

Recognition of human actions in images and videos
has become an active area of research in the past
decade. The increased interest in the area is moti-
vated by the wide range of applications such as video
surveillance, human-computer interaction, video in-
dexing and browsing, analysis of sports events, gait
analysis for biometrics, assisted living environments for
monitoring the actions of elderly and children.
A wide variety of approaches for action recogni-

tion from color cameras can be found in the literature
[9],[12]. The approaches vary in terms of the different
input features, learning methods, complexity of actions
and environment settings. Among the different types
of visual inputs, silhouettes and spatio-temporal inter-
est points have been widely used [5]. Among the dif-
ferent learning methods, supervised methods such as
SVMs have shown good performance in the context of
action recognition.
Recently, the introduction of depth-based sensors

like Microsoft Kinect has added a new dimension where
not only the capture of conventional two-dimensional
color image sequence, but also the sequence of depth
information, is possible in real time. This paper
presents a methodology for human action recognition
from sequences of depth maps.
Common approaches for action recognition from

depth information rely on efficient localization of body
joints and further tracking of the locations to form fea-
tures. However, the depth maps obtained are often
noisy. Hence, localizing and tracking all joints from
these noisy depth maps poses a challenge. Part based

approaches using interest points in space and time have
shown good performance in action recognition from
color image sequence offering some invariance to illu-
mination, viewpoint, and scale changes. These part-
based approaches rely on extracting local features in
small video patches [12]. However, comparing sets of
these local descriptors is not straightforward due to the
possibly different number and the usually high dimen-
sionality of the descriptors. Hence, often a codebook
is generated by clustering patches and selecting cluster
centers as codewords. A local descriptor is defined as
a codeword contribution and a sequence can be rep-
resented as a bag-of-words, a histogram of codeword
frequencies [9],[8],[10].

In this paper we introduce Temporal Bag-of-Words
model (TBoW) as an extension of the bag-of-words
model. The TBoW model tries to utilize the tempo-
ral position of the spatio-temporal features which is
ignored by the bag-of-words model. We extract local
spatio-temporal features characterizing local shape and
motion information in the neighborhood of detected
spatio-temporal interest points from depth maps and
build the TBoW in a hierarchical manner by repeat-
edly subdividing the sequence of depth maps into sub-
sequences and computing histograms. We use SVM
to perform classification from the generated high-level
features and test our approach on a dataset consisting
of eight action classes.

The rest of the paper is organized as follows. In sec-
tion 2, we discuss some of the related work in the field
of action recognition. We propose the Temporal Bag-
of-Words model in section 3. Experimental results are
given in section 4 and conclusions and future extension
of the proposed method are presented in section 5.

2 Related work

Recognition of human actions from color cameras
has been an active area of research in computer vision.
The past decade has seen tremendous improvements in
the field, with the emphasis on constructing more ef-
ficient recognition methodologies capable of handling
challenging and realistic datasets. Earlier works on ac-
tion recognition focused on extraction of 2D silhouettes
to model spatial and temporal characteristics of human
actions. In [1], motion energy images and motion his-
tory images are constructed by temporally accumulat-
ing the silhouettes. Generative methods like the Hid-
den Markov Model (HMM) have been widely used in
literature for action recognition. Lv and Nevatia [6]
use 3D joint locations and construct a large number
of action HMMs. A popular approach involves use of
space-time features to model points of interest in video
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[2],[3],[10],[8].
Activity recognition has got an impetus with the

introduction of depth sensors. In [11], the authors
consider an activity to be composed of a set of sub-
activities and extract features based on estimated
human skeleton. The top layer of a two-layered
Maximum-Entropy Markov Model (MEMM) repre-
sents the activities and the mid-layer represents sub-
activities connected to the corresponding activities in
top-layer. In [5] the authors present a method to rec-
ognize human actions from depth map sequences. The
action graph explicitly models the dynamics of the ac-
tions and a bag of 3D points is used to characterize
a set of salient postures that correspond to the nodes
in action graph. In [7], the authors extend the spatio-
temporal interest points method into a depth-layered
multi-channel representation.

3 Temporal Bag-of-Words model(TBoW)
for action recognition

In this section we present our approach for ac-
tion recognition with the depth maps obtained from
a Kinect sensor. The depth maps are used to extract
local spatio-temporal features from which we derive a
TBoW representation. These are detailed in the fol-
lowing sub-sections.

3.1 Spatio-temporal features

Local spatio-temporal features have shown good per-
formance in action recognition task for color video
stream [3],[8]. These local descriptors provide some in-
variance to viewpoint, scale and appearance changes.
Our approach is based on the application of these ideas
to depth map sequences. The interest point detection
is based on Harris3D detector as proposed in [2]. It
involves computing the space-time gradient of video
volume followed by Gaussian smoothing and using its
determinant and trace to find local maxima of Harris
corner function H given as

μ(.;σ, τ) = g(.; sσ, sτ ) ∗ (ΔV (.;σ, τ))(ΔV (.;σ, τ))T

(1)

H = det(μ)− k trace3(μ) (2)

where V is the video volume and ΔV is its space-time
gradient, g is Gaussian smoothing function and sτ and
sσ are spatial and temporal scales respectively. H is
the Harris corner function.
Local descriptors consisting of shape and motion in-

formation in the local neighborhood of detected inter-
est points is specified by computing the histogram of
oriented gradients (HOG) and histogram of optic flows
(HOF) respectively. These when combined together,
have shown good performance for action recognition
tasks [3].

3.2 Temporal Bag-of-Words model(TBoW)

The number of interest points detected and hence
the number of descriptors can be very large. The bag-
of-words model, thus, provides a compact representa-
tion by using a visual vocabulary. We propose con-
structing separate codebooks for HOG and HOF fea-
tures by clustering the features into k clusters result-
ing in a codebook of codewords (Vocabulary). Each

Figure 1. Temporal Bag-of-Words model. Each
vertical bar along the z-axis indicates the number
of interest points contributing towards the given
codeword(CW) in the given temporal bin(TB).

feature point is then described by the codeword it
is closest to, using the Euclidian distance. In the
bag-of-words model, an input video is described as
the histogram of these visual words. This representa-
tion ignores the positional arrangement of the spatio-
temporal interest point which gives the advantage of
being a simpler representation making learning effi-
cient. However, the lack of spatial information pro-
vides little information about human body, while the
lack of longer term temporal information does not per-
mit modeling of more complex actions [8].

In this paper we propose a Temporal Bag-of-Words
(TBoW) model to incorporate temporal information.
We first extract spatio-temporal interest points from
the depth maps sequence and use HOG and HOF fea-
ture descriptors in the neighborhood of the interest
points for constructing TBoW.

Specifically, given an input video and the ith in-
terest point, the feature vector can be specified as
f i = {f i

HOG, f
i
HOF } where f i

HOG and f i
HOF are the

two component vectors. These descriptors(feature vec-
tors) are computed in a small 3D patch in the neigh-
borhood of the detected interest point. Following the
approach proposed in [3] , the patch is partitioned into
a grid with 3x3x2 spatio-temporal blocks. For each
block, a 4-bin HOG descriptor is computed and con-
catenated to form a 72 sized vector f i

HOG. At the
same time, a 5-bin HOF descriptor is computed for
each block and concatenated to form a 90 sized vector
f i
HOF .
A codebook or visual words vocabulary is generated

by performing clustering using k-means algorithm re-
sulting in k clusters with the cluster centers represent-
ing the codewords. Following the generation of visual
words vocabulary, a component of f i (i.e. f i

HOG or
f i
HOF ) can be represented as wi (the closest codeword)
where wi is a k -dimensional vector with all but one ze-
ros with a 1 specifying the closest codeword. A typical
vector would have the form {0,0,0,. . . ,1,0,0..0}. Thus,
we get two such vectors, one for HOG and other for
HOF.

We divide each video into N temporal bins and for
each bin we construct a histogram of the codewords
corresponding to interest points belonging to that par-
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Figure 2. Hierarchical TBoW model

ticular temporal bin. Figure 1 illustrates the proposed
model where x and y axis represent time and codewords
respectively. A video, therefore, can be regarded as a
2D histogram of these visual words. Formally, each
video V is represented as

V = (h1, h2, . . . , hN ) (3)

where N is the number of temporal bins obtained by
dividing the time domain into equal sized bins and each
k -dimensional hj corresponds to normalized histogram
of visual words. The temporal bins are specified as

B1 = [tl1, t
u
1 ], B2 = [tl2, t

u
2 ], . . . , BN = [tlN , tuN ] (4)

where tl and tu represent the lower and upper limits
in temporal domain respectively such that tuj = tlj+1.

Using the above formulation, hj can be computed as

hj =
∑

ti∈Bj

wi (5)

where ti represents temporal value of ith interest point.
Each hj thus obtained, is a k -dimensional vector rep-
resenting the histogram of codewords for temporal bin
Bj . We use the same formulation of hj for both HOG
and HOF features with the final representation ob-
tained by concatinating the two histograms.
Although the TBoWmodel captures variation of fea-

tures across temporal domain, we still have to deal with
the problem of same action being performed at differ-
ent speeds resulting in different-sized temporal bins. In
order to make the model robust to this temporal mis-
alignment, we propose to use the TBoW in a hierarchi-
cal manner by increasingly partitioning the sequence of
depth maps into sub-sequences and at each level com-
puting the TBoW. Figure 2 illustrates the hierarchical
approach of representation.
We regard the human action recognition problem as

a multi-class classification problem and use the TBoW
as representation scheme. We use a Support Vector

Figure 3. Sample action frames: (a)Bending
(b)Clapping (c)Tennis-swing (d)Punching
(e)Walking (f)Sit-Stand (g)Dozing (h)Waving.

Machine for performing classification using the one-
against-one scheme. As the number of matches to
closest words found at level l also include the matches
found at the next level l+1, we use Pyramid Match
Kernel [4], defined as

kl(X,Y ) =
1

2L
I0 +

L∑

l=1

1

2L−l+1
I l (6)

where X and Y are the input vectors, L is the number
of levels of subdivisions such that l=0,1,2....L and I l is
the histogram intersection for the inputs at level l.

4 Experiments

In this section we evaluate the performance of the
proposed method on a dataset of depth map sequences
created using Microsoft Kinect and having resolution
of 640*480. The dataset consists of 8 action classes:
bending, clapping, dozing, punching, sit & stand,
tennis-swing, walking and waving performed by 7 dif-
ferent subjects. It consists of 3 instances of each action
performed by a subject resulting in 168 videos in to-
tal. Therefore, each action class consists of 21 videos,
each of approximately 10 seconds duration. Figures 3
illustrates some of the action frames.

The evaluation results are reported in terms of the
average classification accuracy and class confusion ma-
trix. We use these to compare the performance of
TBoW vis-a-vis bag-of-words model. We divide our
dataset into training and testing subsets where 67%
randomly selected samples are used for training and
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Figure 4. Confusion matrix using Bag-of-Words
model

Figure 5. Confusion matrix using Temporal Bag-
of-Words model

rest for testing. Each video sample has only one ac-
tion label. To derive conclusive observations from the
dataset, the experiment is repeated five times with dif-
ferent randomly selected training and testing samples.
We implement the proposed Temporal-BoW model as
well as the standard bag-of-words model and perform
evaluation on the created dataset. An average accu-
racy of 89.3% is achieved with the proposed TBoW
model whereas 86.7% average accuracy is achieved us-
ing the bag-of-words model suggesting that the tem-
poral model is able to capture the temporal variations
of features required in action recognition.
Figure 4 and 5 illustrate the class confusion matrix

using bag-of-words model and TBoW model respec-
tively on our dataset.

5 Conclusions

In this paper, we present TBoW model as an exten-
sion of the bag-of-words model, for capturing the tem-
poral variations for the task of action recognition from
depth maps by repeatedly dividing the depth map se-

quence into subsequences in temporal doamin and us-
ing TBoW model. Our method has shown promising
results. We achieve improved accuracy using the pro-
posed method on dataset created by us. The method
uses the local descriptors and builds a hierarchical
model which captures the arrangements of these local
features in global context. However, there are some
more challenges to overcome. Depth maps present
noisy input whereas Kinect gives as input both color
and depth information. In future we would like to
use both, color and depth information for enhanced
action recognition. Also, handling the positional ar-
rangements in true global sense is also a direction to
be explored.
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