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Abstract 

Medical imaging is an important element in the medi-
cal diagnostic process. However, storing medical images 
in a certain format is quite challenging. The size of a 
digital medical image is in the range of 3–32 MB per 
examination, depending on the imaging modality. Image 
compression will be a suitable solution when it comes to 
minimizing the size of stored medical images. The quest to 
find a compression method that has very good quality 
image reconstruction and a high compression ratio is 
limited by the Shanon/Nyquist sampling theorem and 
image entropy. However, in recent years, compressive 
sampling (CS) has arisen as an alternative sampling 
method. It guarantees the reconstruction of a high-quality 
signal from a small number of samples, and can be car-
ried out if the signal is sparse enough. A set of trained 
bases grouped as a dictionary will guarantee the sparsest 
representation of the signal. This paper propose a low 
bit-rate medical image compression scheme based on CS 
and an overcomplete bases set to represent the medical 
images as sparse as possible. 

1. Introduction 

Medical records are an important dataset of patients’ 
medical history, and are needed by physicians to engage 
in an accurate diagnostic process. Medical images are part 
of the medical record. Therefore, they also need to be 
ready or stored for diagnostic purposes for present or 
future use. Nowadays, we find that most medical images 
are not store in medical institutions such as hospitals. The 
reason for this is that it is hard to deal with the size of 
medical images. Most digital medical images are between 
3 and 32 MB per examination, depending on the imaging 
modality [9]. Thus, the repository for medical images in 
the medical institution, also called a Picture Archiving 
and Communication System (PACS), will require huge 
storage capacities. This kind of system is very expensive. 
It also takes time to transfer the medical images through 
narrowband telecommunication lines, such as exist in the 
developing countries and remote areas. 

Medical image compression will eliminate the prob-
lems described above. There are two image compression 
methods. The first method is called lossless compression, 

and results in a reconstructed image with the same quality 
as the source image, but a smaller compression ratio (3–7 
times smaller). The second method is lossy compression, 
which will give a much better compression ratio (more 
than 12 times smaller), but results in error between the 
reconstructed image and the source one. The design of 
lossy compression must maintain the medical information 
that is needed to conduct diagnostic activity. Otherwise, 
the result of diagnosis will be inaccurate. 

These considerations raise the following question: Is it 
possible to have a low-bitrare lossy compression method 
in which the reconstructed image has almost the same 
quality as the image source? The answer is no, because 
the compression ratio and the reconstructed image quality 
go to opposite direction according to Shanon/Nyquist 
information theory. Thus, a new approach to compression 
is proposed in this paper. This compression scheme is 
built based on the compressive sampling (CS) method. 
The CS method is a new approach that has been devel-
oped over the past few years by Candes, Tao, Romberg, 
and Donoho [2,3,4]; CS samples only the important in-
formation instead of everything by means of sparsity and 
measurement matrix. It ensures high-quality signal re-
construction from highly incomplete measurements (as a 
replacement for sampling) with overwhelming probability. 
This property allows CS to provide a possible solution to 
the problem stated above. 

The proposed compression scheme is founded on 
vector quantization (VQ) image compression; it is simply 
a generalization of the VQ image compression scheme. A 
comparison of the proposed scheme and other 
state-of-the-art compression algorithms such as JPEG, 
JPEG2000, and Scalable Fuzzy Vector Quantization 
(SFVQ) [15] will be presented in this paper.  

2. Proposed Medical Image Compression 
Scheme Based on Compressive Sampling 

2.1. Compressive Sampling 
In the past four years, a prospective sampling theorem 

has been developed as an alternative to the Sha-
non/Nyquist sampling theorem; this is known as 
compressive sensing or compressive sampling (CS), and 
was developed by David Donoho, Emmanuel Candes, 
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Justin Romberg, and Terence Tao [3,4]. These researchers 
state that if a signal is sampled (or measured, to be exact) 
above a minimum value, it can with overwhelming 
probability be reconstructed to resemble the source signal 
exactly. A reconstructed signal is represented through the 
linear combination of several bases. This is different from 
a traditional reconstruction method, which uses only one 
basis to represent a reconstructed signal.  

The forward transformation in current signal or image 
acquisition is inefficient. It takes a lot of samples, but 
loses a lot of the signal in the encoding process. In con-
trast, CS samples only the important information. The 
assumption in CS is that most signals are sparse in a par-
ticular transformation basis. Thus, the basic principles of 
CS are sparsity and incoherency: If we have a sparse 
signal and expand it to a certain transformation basis 
Y=Ψx, then we will find that the coefficient x has a small 
number of non-zero entries. Incoherency introduces 
measurement as a replacement for sampling. The mea-
surement matrix Φ is chosen to be highly incoherent with 
the transformation matrix Ψ. The measurement (dimen-
sionality reduction) result will be expressed as y= ΦΨx. 

How many measurements have to be taken in order to 
reconstruct the measurement exactly as the source signal? 
Candes has defined the number of measurements by the 
following: 

� ≥ �2(�, �) ∙ � ∙ log 	, (1) 

where �(�, �) is the coherency between measurements 
and the transformation matrix, while k is the number of 
coefficients that are not zero and N is signal length. Let 
the incoherency to be a constant; then, the number of 
measurements required in (1) depends on k and N. If we 
can represent the signal as sparsely as possible in the 
transformation domain, then the value of k will be small. 
This will affect the number of measurements taken. If we 
measure not less than m, then we can reconstruct a signal 
that, with overwhelming probability, will be the same as 
the source signal by using ℓ1 minimization. 

A dictionary D=ΦΨ is an overcomplete dictionary. As 
the reconstruction signal is the linear combination of 

several bases in the dictionary, it will make the over-
complete dictionary guaranties less involved bases to 
represent a signal compared with the complete one. The 
encoded signal will end up being smaller [,6,7,8,10]. 
Therefore, the development of an overcomplete dictio-
nary that has the capacity to represent the signal as 
sparsely as possible is very important. 

As learned from CS, performance will be optimal if the 
signal can be represented as sparsely as possible. The 
quest for the sparsest dictionary will help this to occur. 
This kind of dictionary can be achieved by using a trained 
overcomplete dictionary. An overcomplete dictionary will 
perform better than a complete one, because a larger vo-
cabulary will represent the signal more simply than a 
smaller one. Furthermore, a trained dictionary will work 
better if we use a specific kind of signal, such as a medical 
image. 

2.2. K-SVD Learned Dictionary 
In Aharon, Elad, and Bruckstein’s work on sparse re-

presentation [12], they have succeeded in developing a 
trained based dictionary that outperforms predefined 
dictionaries such as DCT and Haar. The algorithm to 
develop a trained dictionary is derived from K-Means. 
The algorithm is a generalization of K-Means, and is 
called K-SVD. If a set of sample images Y is known, then 
the overcomplete dictionary, which represents Y as 
sparsely as possible, can be developed by solving the 
objective function expressed in (2). 

min�,�{‖� − ��‖�
2 }      s. t     ∀�, ‖��‖0 ≤ �0. (2) 

The number of non-zero entries coefficient in matrix X 
is determined to be equal or less than �0. The K-SVD 
algorithm is described in [12]. 

This algorithm contains two major steps: the first is 
sparse coding, while the second is codebook updating. 
Sparse coding tries to find the coefficient corresponding 
to the previous dictionary with constraint �0. For the first 
iteration, the dictionary, �(0), is initiated. The codebook 
or dictionary update stage involves updating the previous 

 
Figure 1.  Medical image compression scheme based on CS and K-SVD 
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dictionary using the updated coefficient from the sparse 
coding stage. This process is conducted by means of the 
Single Value Decomposition (SVD) algorithm. The itera-
tion is stopped when the convergence condition is 
fulfilled. The stopping condition is set to: 

 ��� − �(� −1)��
2 ≤ �, (3) 

where ϵ is the error between the present iteration and the 
previous one. The complete algorithm of K-SVD is 
shown in Figure 1. 

2.3. Proposed Scheme 
The proposed medical image compression method is 

based on the VQ scheme, in a generalization of VQ. The 
dictionary in VQ is developed using the K-Means algo-
rithm to create K clusters from image sample set Y. Every 
sample yi is a p × p pixel image patch. K-Means is used to 
develop dictionary or codebook C, consisting of K co-
dewords. The signal Y can be represented as: 

� = ��, (4) 

where X is the set of vector coefficients xi used to select 
the proper codeword to represent yi. Vector xi contains 
zero entries, except that in the jth position, and can be 
expressed as xi=ej [12]. The position of j will select which 
codeword is going to be used to represent yi, and the value 
e in j is 1. The codeword with the minimum error as a 
distance function with yi is selected. In ℓ2-norm; this can 
be expressed as in [6]: 

∀�≠�   ��� − ��� �2
2 ≤   ‖�� − ��� ‖2

2. (5) 

The index j is saved as the encoded file. The size of the 
encoded file depends on the patch and image size. The 
compression ratio of this method is related to the patch 
size, which is p × p. VQ-based medical image compres-
sion is developed and presented in [11].  

VQ-based compression only uses one basis (codeword) 
to represent signal yi. The basic idea of the proposed 
method is to generalize this through the representation of 
yi with several k-weighted bases as a linear combination of 
them. The overcomplete dictionary D contains either 
pre-specified bases or trained result bases. The number of 
involved bases k is intended to be small to gain a high 
compression ratio. The linear combination of several 

weighted bases from the overcomplete dictionary will 
ensure a minimum error of ‖� − ��‖�

2 . An overcomplete 
dictionary D that can represent the signal as sparsely as 
possible is needed to accomplished this. The model of the 
proposed method is expressed in (6): 

� = ��. (6) 

The complete proposed compression scheme is shown 
in Figure 1. This scheme is divided into three major parts. 
The first part is dictionary development. K-SVD is used to 
develop the dictionary from a set of medical image sam-
ples. The other two parts are encoding and decoding. The 
encoding process is begun by patching the medical image 
into an 8 × 8 pixel image patch; the next process involves 
sparse coding using a pursuit algorithm to get the weight 
(w) and bases index (i). According to [6], any pursuit 
algorithm can be used in this process. The Orthogonal 
Matching Pursuit (OMP) algorithm was used in this ex-
periment. All weight and basis indexes from all the image 
patches were saved as the encoded file (J). The encoder 
can be expressed as 

�: ℛ" → $(%, &) (7) 

Finally, the decoding part is very simple. The first step 
is finding the appropriate bases (b) according to bases 
index (i). This process uses the same dictionary as in the 
encoding process. The next step is forming the image 
patch (J) using a linear combination of weight and the 
involved bases as in (8). The last step is arranging all the 
patches into a reconstructed image. 

$' = ∑ +- &- ,     ' = 1,2, … , /�
-=1  (8) 

where M is the number of image path, and can be ex-
pressed as: 

/ = (3 × 4) 5⁄  (9) 

Where W and H are the height and the width of the image 
respectively, whereas d is the dimension of the image 
patch, in this case is 8 × 8.  

3. Experiment and Result 

Two experiments will be reported in this paper. The 
first is a comparison of the performance of the proposed 
compression scheme with other state-of the-art compres-

Table 1.  The Peak Signal to Noise Ratio (PSNR) value of image reconstruction from various medical image 
compression algorithms compared to the proposed method based on compressive sampling (CS) in decibels (dB) 

 

X-ray JPEG  
0.2 bpp 

JPEG2000 
0.2 bpp 

SFVQ 
0.125 bpp 

CS 
0.125 bpp 

DCT K-SVD 
XrayT1 30.6 32.9 30.3 34.2 36.6 
XrayT2 31.1 33.2 30.6 37.7 37.8 
XrayF1 38.7 41.0 38.6 41.3 41.4 
XrayF2 40.4 43.0 40.0 42.5 42.5 
XrayH1 36.7 41.1 35.0 41.5 41.6 
XrayH2 35.8 40.6 34.1 41.3 41.4 
Average 35.6 38.6 34.8 39.8 40.2 
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sion algorithms, specifically JPEG, JPEG2000, and 
SFVQ. The software used to test JPEG and JPEG2000 
was taken from other sources and modified to meet the 
experiment condition. The JPEG encoder decoder was 
taken from MATLAB central. The encoder was developed 
by Yu Hen Hu. Meanwhile, the decoder was developed by 
Ravi Rakkund. JJ2000 software was downloaded from 
http://jj2000.epfl.ch/ and used to encode and decode im-
ages in JPEG2000 format. The SFVQ and proposed 
compression scheme were self-developed and partially 
used the K-SVD Toolbox for MATLAB developed by 
Aharon et al. 

The medical images used in the experiment comprise 
X-ray images of the thorax, knee joint, and hand. The 
images were resized to a dimension of 512 × 512. 
Grayscale images with 8-bit color depth were used. There 
were six medical images employed, two for each X-ray 
image type. 

 

Figure 2.  DCT (left) and trained (right) Dictionary 

The second experiment compared the performance of 
the predefined bases dictionary and the trained bases 
dictionary using K-SVD in the proposed scheme. The 
DCT basis was chosen for the predefined bases dictionary. 
Here, the result of the reconstructed image will determine 
the performance of each dictionary. The result of the 
image reconstruction is denoted by Peak Signal to Noise 
Ratio (PSNR), which is expressed by (10). 

PSNR = 20 log10 6 255
√MSE 9. (10) 

The PSNR shows how close the image reconstruction 
is to the source image in logarithmic scale; MSE is the 
mean square error. The MSE is the square error between 
the image reconstruction and the source image, norma-
lized by image dimension (width × height). 

The results of the first and the second experiment are 
combined in Table 1. The table shows the PSNR value of 
each image compression algorithm for each image at 
almost the same bitrate. The first three columns are the 
state-of-the-art image compression algorithms used in 
comparison with the proposed method. The last two 
columns show the pre-specified and learned dictionary 
developed by K-SVD. The bitrate of the encoded image is 
0.125 bpp for CS and SFVQ, and 0.2 bpp for JPEG and 
JPEG2000. This difference occurred because of software 
limitations. 

As shown in Table I, the proposed method performs 
better image reconstruction then others at almost the same 
bitrate. The second experiment shows that the perfor-
mance of the learned dictionary developed by K-SVD was 
better than that of the predefined DCT dictionary. This 

approach is suitable when we use a particular type of 
image, such as a medical image. The result might be dif-
ferent if applied to natural images. The DCT and trained 
dictionary is shown in Fig. 2. 

4. Conclussion 

The proposed scheme of medical image compression is 
presented. The result shows that the proposed scheme is a 
promising compression method, and that the 
trained-based dictionary performs better than a predefined 
bases dictionary. It means that the trained-based dictio-
nary represents the medical image more sparse and lead to 
better image reconstruction quality. 
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