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Abstract

This paper describes a new head detection method for
people counting in crowded environments from a single
camera. Our method adopts skeleton graph to distinguish
person among people in crowded enviroments. The usage of
skeleton graph is the main difference between this method
and the traditional ones. Firstly, the skeleton graphs are
calculated for each selected blob in the scene after fore-
ground estimation. Then, we explore the structural property
of each blob for a head detection and to predict a number of
people. Each detected head in a skeleton silhouette is iden-
tified as independent state or partially occluded state, and
during tracking every state is updated. Finally, the exper-
imental results are shown to demonstrate the robustness of
our method.

1 Introduction

People-counting systems have been widely studied in

many commercial and public locations, such as theaters,

shopping centers, stations, etc. Many people are passing

in these areas so it is important to recognize aspects of their

movements. Various methods which estimate the number

of people in input images have been previously proposed.

They can be divided into three approaches:

Trajectory clustering approach. In this approach people

are counted by tracking and identifying visual features over

time. The feature trajectories which exhibit coherent mo-

tion are clustered and a number of clusters gives an estima-

tion of the number of pedestrians. For example, Antonini et

al.[3] proposed a people counting method in which the tra-

jectories are obtained by a tracking algorithm. The trajec-

tories are clustered The trajectories are clustred according

to their lengths and spatial locations. This approach esti-

mates the number of pedestrians who passed within a spe-

cific time.The inconvinient of this approach is that a real-

time processing is difficult.

Feature-based regression approach. This approach esti-

mates a number of pedestrians by a regression on features

extracted from an input image, e.g. neural networks,[4][5].

Nevertheless, pedestrian positions in the input image cannot

be estimated by these methods which even despite this fact

cannot be executed in real-time processing.

Individual pedestrian detection. In this scheme, the pro-

posed algorithm estimates the number of pedestrians who

were detected in input images. For example: [16][8][2][15].

Moreover, these methods cannot be applied to very crowded

scenes with significant occlusion because all pedestrians

need to be detected and segmented.

In other approches such as [7][12][13][1], a human sil-

houette is segmented before analyzing its shape properties

so as the body parts are extracted. Davis et al.[7], Fujiyoshi

et al [9] perform the labeling by first determining a human

pose among a set of predefined ones in the first moment.

Nevertheless, this preprocessing scheme is inevitably deter-

mined to fail in some cases, decreasing the overall system

performances. The approach proposed by Mori et al.[12]

identically retrieves the human pose before performing the

labeling. Among pre-stored sets of exemplar 2D views for

where key points are manually identified. Fujiyoshi et al.

[9] proposed a motion analysis of a human”‘star skeleton’”

in a video stream. This approach is used only to treat the in-

dependent target state and not for testing in a crowded area.

Thome et al.[13] used a properly labeling human body parts

in video sequences for tracking and motion interpretation.

Alahi et al. [1] proposed an approach based on generative

model. They tryied to minimize a differentce between a

synthetic image and an observed image.

Our proposed method explores a property of the graph

skeleton and labeled body parts from the silhouette to deal

with occlusions among people in motion. In this paper,

we propose a new skeleton-based head detection approach

which can count people with a good accuracy. This method

does not need to segment all pedestrians. The experimen-

tal results are shown to demonstrate the robustness of our

method.

2 People counting method using skeleton
graph

The proposed system is illustrated in the Fig.1. A in-

put image is segmented into blobs of moving objects, using

background subtraction. We extract a skeleton graph for

each blob. Finally, the number of people is estimated in

each blob by a head detection in the skeleton graph.
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Figure 1: The counting people system. (a) Input image,

(b) Background subtraction, (c) Skeleton graph, (d) Head

detection and pose estimation, (e) Head tracking.

2.1 Background subtraction

For a pre-recorded sequence such as the PETS and

CAVIAR dataset, to compute foreground masks we use a

forward-backward approach devloped by Ge et al.[10]. The

adaptive background subtraction is run forward in time from

a first frame to a last one, and a second process runs back-

ward in time from the last frame to the first one. We assume

a rapid change in illumination occurs at time T, with grad-

ual illumination changes before and after that. The forward

background subtraction pass will produce clean foreground

masks for times less than T and then suffer degraded per-

formance at time T before a gradual recovering. Likewise,

the backward pass will produce clean foreground masks for

times greater than T, but suffer degraded results for a short

period of time before T.

2.2 Skeleton graph computing

For each detected region (individual/group human), we

compute the graph skeleton for each of them using the

approach developed by Thome et al [13]. The first step

in order to detect visible segments corresponding to body

parts in the image consists thus in determining the skeleton

points. Whatever the strategy used, the main difficulty is re-

lated to its sensitivity to noise. To overcome this shortcom-

ing, the silhouette is smoothed. This is achieved by com-

puting the Fourier Descriptor of its outer contours. At this

stage, the skeleton is determined by computing the Delau-

nay triangulation of the smoothed reconstructed silhouette.

This approach is the most adapted for the following rea-

sons. First, the computation is fast and accurate. Moreover,

the Delaunay triangle structure is isomorph to the graph by

containing neighborhood information.

For getting a set of segments, the skeleton point se-

quences are polygonalized afterwards. This step consists

in identifying a set of points and the link between them,

representing the segments. We point out that each skeleton

point corresponds to the center of the circumscribed circle

to each Delaunay triangle. Each link between two skeleton

points is associated with a quantity corresponding to a mean

radius of the segment along the skeleton points. This quan-

tity is the number of skeleton points between two centers of

the circumscribed circle.

2.3 Head detection

The skeleton points may be classified in depence on their

neighborhood degree. Points having a single neighbor cor-

responds to end points. Points having more than two neigh-

bors define starting points for segments. Points having ex-

actly two neighbors correspond to points on a continuous

(a) (b)

Figure 2: (a) Skeleton graph computing. (b) Head detection.

curve among the starting points and the end points. We can

notice that the end points and the strating points of segments

corresponding to body parts. Fig. 2-a illustrates the skele-

ton computation. An extracted silhouette, the first set of

segments after the polygonalization and in the last set after

removing small edges are represented in Fig. 2-a.(a, b, c, d)

respectively.

In the crowded area, the heads are considered as the most

apparent parts of the skeleton. At this step, for detecting

head we are interested only in the points’ set having a single

neighbor, the segment corresponding to the extreme node is

subsequently taken and its degree inclination compared to

the vertical axis is calculated. If the degree tilt is included

in [−θ, θ], the segment is classified as a head of a person

(Fig. 2-b, Algorithm 1).

Algorithm 1 Head detection

Require: skeleton list : list of the graph skeleton

1: for i = 0 to skeleton list.size do
2: for j = 0 to segments list.sizei do
3: xneighbor ← neighbor(segmentk)

4: if xneighbor = 1 then
5: ybegin seg ← cordinate(segmentk)

6: yend seg ← cordinate(segmentk)

7: if ybegin seg < yend seg then
8: angle← symetric angle(segmentk)

9: if angle ∈ [−θ, θ] then
10: head← true

11: end if
12: end if
13: end if
14: end for
15: end for

2.4 Head pose estimation

In the previous step, the shape of detections can be

corrupted by the noise which induces consequently the

false detections. To verify the validity for each de-

tected head, we must estimate the distance between the

local reference model of a head in the world coordinate

system {xh, yh, zh}, which his size is assumed known

(20cm× 20cm), and a reference detection in the camera

coordinate system {xc, yc, zc} which is supposed to be cal-

ibrated. This distance is according to a pre-determined

threshold ( two meters in our case) between the two ref-

erences to accept or reject one detection (see Fig.3) .

This estimation consists in finding the rigid transforma-

tion (R, T) minimizing calculated error (as the sum of er-

ror squares) of the one of two collinearity equations (in the
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Figure 3: Head pose estimation.

image space or in the object space). We used the method

proposed by Lu et al.[11]. named Orthogonal Iteration (OI)

algorithm. To estimate the objects pose, this algorithm used

an appropriated error function defined in the objects space.

The error function is rewritten in order to accept an iteration

based on the classical solution of the 3D pose estimation

problem, called absolute orientation problem. This algo-

rithm gives exact results and converges quickly enough.

2.5 Head tracking

In this work, we adopt a framework based particle fil-

ter similar to the one used in [14]. Specifically, a head

is modeled as an rectangle centered at (x, y) and with

size (Hx, Hy). In the first frame, we use the head de-

tection algorithm (described in section 2.3) to detect the

location and size of the head rectangle. The dynamics

of the (moving) head at time t are described by a state

vector St consisting of the following eight components

{x, y,Xv, Yv, Hx, Hy, Hvx, Hvy} where (x, y) represent a

center location of the head rectangle, (Xv, Yv) represent the

motion velocity, (Hx, Hy) are the lengths of the half axes,

and (Hvx, Hvy) are the corresponding scale changes on the

axes.

We use a set of properly weighted random samples. The

weight for each sample will be computed according to the

new observations, this weight is based on the color his-

togram difference between the measured color distribution

and the model color distribution (computed at the previ-

ous time instant). Then the mean state, which specifies the

trackedhead, is estimated by E [St] =
N∑

n=1
w

(n)
t s

(n)
t where

s
(n)
t is a sample of the state vector and w

(n)
t is the corre-

sponding weight.

3 Experiments

In the begining, we applied the proposed method to the

experiment of detecting head of people for finding the num-

ber of pedestrians passing an outdoor area. We evaluate

the single-view counting on the PETS crowd counting task.

People counts for the S1.L1.13-57 sequence are shown in

Figure.4.

We observed the robustness of our method for people’s

head detection in most cases and in different situations (in-

dependent human, partial occlusion humans), except the

case of complete occlusion where the heads have the same

abscissa in the coordinate system of the image.(Figure.6-

Frame 73).

Fig.5 provides the evaluation of the counting people per

region task. Note that the y axis on this graph represents

the average error in number of people per frame, where the

Figure 4: People count in the individual frames from PETS

sequence S1.L1 using single view.

Figure 5: Counting People Evaluation

lower the value, the better the performance per frame. Our

method is compared to a wide variety of methods, which

have been proposed and tested in this category and from

Fig.5 it can been seen that the most of the methods and their

variants have consistent and comparable performance.

Figure 6: Sample head detection results on PETS data in

image plane View1.

The integration of tracking in the process of counting re-

duces the average error due to complete occlussions. The

main idea is to launch a tracking process on the individual

cases of missing his head in fustionned with others blobs.

We are able to distinguish the head before, during and after

the fusion of the people. In this case, the counting perfor-

mance evaluation is done with the accuracy in the group of

human extracted in different videos CAVIAR dataset. To

verify the performance of the proposed method, the results

are compared to the people detection method proposed by

Dalal et al (Individual pedestrian detection approach, see
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Figure 7: Accuracy of the proposed method.

Figure 8: Counting people accuracy for the differente group

of humans.

section 1).

For an independent person, the performance of both

methods are the same. Table 7 compares the accuracy

of the proposed method and the people detection method.

In the table, we can see that the results of the method

based on people detection and the proposed method are

significantly better for all sequences which are containing

crowded scenes. Moreover, the proposed method outper-

formed more than the people detection method as shown

in Fig.8. Our method successfully estimates the number of

people when the scene is not busy and when the number

of people in heavily crowded scenes due to the occlusions

among individuals. As the number of people increases, we

can easily expect that the amount of occlusions will also

increases.

Taking into account the relatively low image resolution

(Fig.6), our counting people performances are good. How-

ever, the head tracking in this case is more difficult due to

their small size. Hence, with the low-resolution videos, the

counting people process based just on the head detection.

4 Conclusions

A method to count the number of pedestrians even in

crowded situations is proposed in this paper. We proposed

a new people counting based on head detection which can

be used to count people in indoor/outdoor areas where there

are many moving people. Therefore, this method is use-

ful for surveillance purposes, building management, obtain-

ing marketing data, and other purposes. For the robust-

ness counting, the proposed algorithm can track a head re-

liably in cases of temporal occlusions by dealing with mul-

tiple hypotheses for the pose. Experiments on a crowded

scene showed that the number of people passing through

the indoor/outdoor area was successfully estimated by us-

ing head-based detection. We have conducted a first evalu-

ation for application to global counting people system with

the high and low resolution videos. In addition, this yielded

very promising counting people performances and it makes

the realistic algorithm for multi-camera systems.
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