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Abstract

This paper describes a method to find strings of
characters from natural scene images. It finds char-
acter candidates by taking particular note of closed
contours in an image, and detects character strings by
evaluating their size and line consistency. In the case
of low resolution images, some disadvantageous condi-
tion occurs, for instance, only a part of actual contour
may be able to be found or two closed edges are merged
between two characters. To cope with such difficulties,
character candidates are first selected, and then the
uniformity of thickness of them is evaluated. Char-
acter strings can be found through this process. Af-
ter that, additional character candidates are searched
again around the already detected candidates. More-
over, the detection results of character strings are used
to find rotation parameters to transform image for
reading the character string with propriety.

1 Introduction

A lot of objects on which characters are written exist
in our living environment. We humans get much infor-
mation from these texts. It is expected that robots act
in our living environment and support us in the future.
If robots can read text on objects such as packages and
signs, robots can get information from them, and they
can use it in their activation and support for us.

Owing to the progress of OCR, computers have been
able to read text in images. However, images have
many non-character textures, and they make it difficult
to read text by OCR. To cope with that problem, we
need to extract character string regions from images.

The algorithms of text extraction from images can be
broadly classified under three types[1]. They are gradi-
ent feature based[2][3], color segmentation based[4][5],
and texture analysis based[6][7]. The gradient feature
based algorithm is based on the idea that pixels which
have high gradient are the candidates of characters
since edges exist between a character and background.
One of the researches based on this algorithm uses
closed contours[8]. However, with low resolution im-
ages, not all of contours of characters are extracted as
closed contours, and cannot be extracted as characters.

In this paper, we also use closed contours, however,
we calculate thickness of characters from them addi-
tionally. By calculate thickness, unclosed contours may
be extracted as characters, and character string regions
can be revised. Moreover, to cope with inclined char-
acter strings, we calculate a line which passes centers
of characters in a character string region using Hough
transform, and modify the direction of searching char-
acters.

2 Character candidates selection by closed
contour extraction

One of the characteristics of common characters in
real images is that most of them are capable of pro-
ducing closed contour when edge extraction process
is applied. So we take an approach to detect closed
contours from images. Moreover, it is assumed that
a character string consists of characters which lie on a
straight line. From these assumptions, character string
should be found from regions where closed contours are
arranged with regularly.

2.1 Closed contour extraction

Fig.1 shows the procedure. First, canny edge detec-
tion is applied to an input image in ’Canny edge detec-
tion’ and edge segments are extracted in ’Extract edge
segment’. From this result, short edge segments the
lengths of which are less than θl1 are removed in ’Re-
move short edge (1)’. On the other hand, in some parts
which have steeply changes of edge direction, edges are
often disconnected in the detection process. So edge
re-connection between neighborhoods is added. End-
points of two edges the distance of which is less than
θcn are connected in ’Connect edge’. After that, short
segments the lengths of which are less than θl2 are
again removed in ’Remove short edge (2)’. Remain-
ing edges are selected as closed edges if the distances
of their end-points are less than θcl in ’Extract closed
edge’. In this extraction process, closed contours which
are included in another closed contour are also removed
in ’Remove included closed edge’. However, these re-
moved contours in ’Remove included closed edge’ are
registered in relation to its external contour.

In this process, we set thresholds θl1 = 2, θcn = 2,
θl2 = 12, θcl = 6.

Fig.2-(a),(b),(c) show one of the results.
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Figure 1. The process of closed contour extraction
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(a) Input image (b) Canny edge

(c) Closed contours (d) Extracted character
string regions

Figure 2. The result of character string extraction

2.2 Character string region extraction

Assuming that characters included in a character
string are aligned horizontally, string regions can be
extracted by detecting horizontally aligned closed con-
tours. However, characters may not be aligned hor-
izontally, so we should cope with that problem. We
explain a method to cope with that problem in Sec-
tion.4.

We explain how to detect the horizontally aligned
closed contour. First, a circumscribed rectangle of a
closed contour is calculated. Next, the rectangle is
slid to right by some pixels as much as the width of
the rectangle. If the rectangle includes the center of
a circumscribed rectangle of another closed contour,
these two closed contours are assumed to be aligned
horizontally and to be included in the same character
string. Closed contours which are isolated are assumed
not to be characters. Circumscribed rectangles of each
character string are assumed to be string regions.

Fig.2-(d) shows one of the results. By this process,
string regions of horizontally aligned closed contours
are extracted.

In this experiment, since the distances of each char-
acter in this input image are short, some characters are
not able to be extracted as closed contours, and some
of them are not included in character string region. In
the next section, we explain the process which adds
these characters to character string regions.

3 Revision of character string regions based
on thickness of characters

3.1 Calculation of characters’ thickness in each
character string region

Since closed contours of characters are extracted,
thickness of characters included in each character
string region can be calculated.

First, some points on closed contours are sampled.
Next, vertical lines of the contours which pass the sam-
pled points are calculated, and the intersection points

of those line and closed contours are also calculated.
The distance between a sampled point and an inter-
section point is one of the candidates of the charac-
ter’s thickness. Finally, all candidates of each charac-
ter string region are sorted respectively.

long thickness candidate

short thickness candidate

closed contour

Figure 3. Candidates of a character’s thickness

Fig.3 shows that short and long candidates exist in
a closed contour. However, in most cases, thickness of
characters is calculated from sampled points on longer
side. Therefore, the middle of sorted candidates can
be assumed to be the thickness of character in each
character string region.

3.2 Extraction of similar thickness contours

After the process of calculating the thickness of char-
acters, character string regions are revised based on it.

Both closed and unclosed contours which lie left or
right of character string regions are extracted, and each
thickness is calculated. These contours are added to
the character string region if they have the similar
thickness to that of characters in that region.

Fig.4 shows the sorted candidates of characters’
thickness in upper region of Fig.2-(d), and Fig.5 shows
those in lower region. These two graphs show that
the gradient of the sorted candidates is low around
the middle, so thickness of characters can be detected
safely by selecting the middle. Fig.6-(a) shows the
contours which have the similar thickness to character
string regions. Fig.6-(b) shows the revised character
string region based on thickness of characters.

By this process, both closed and unclosed contours
are able to be included in character string region prop-
erly.
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Figure 4. Thickness
of characters in up-
per region of Fig.2-
(d)
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Figure 5. Thick-
ness of characters
in lower region of
Fig.2-(d)

4 Inclined string detection based on Hough
transform

The method described in section 2 and 3 assumes
that a character string is captured at horizontal line.
This may prevent getting right result when character
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(a) (b)

Figure 6. Revision of character string regions

strings are inclined because proposed character detec-
tion does not work well. However, character strings
may practically be written with inclined line, or daily
objects which have target strings will be placed with
arbitrary direction from a camera. To cope with such
various conditions, we take an approach to estimate the
inclination angle based on finding a line of characters.

The method complies with Hough transform. Com-
mon Hough transform is used to find simple geomet-
rical feature such as line segment or circle. In our as-
sumption, because a string is constructed by characters
arranged with line, this principle can also be used in
our case. With this method, we detect the lines which
pass the center of contours in character string. We use
both closed and unclosed contours.

A group of straight lines which intersects at one
point can be represented as a sine curve in (r, θ) space.
Now we consider two points A and B in (x, y) space. If
a sine curve in (r, θ) space, which represents the group
of straight lines which cross at point A in (x, y) space,
intersects with a sine curve derived from point B, the
crossing point indicates a line which connects point A
and B. In our case, a center of closed contour is re-
garded as a point, and each point draws a sine curve in
(r, θ) space. The (r, θ) space is divided into lattice ar-
rangement, and grids which include sine curves acquire
a vote. If a certain grid has many votes, it indicates
that there are a reliable straight line exists in (x, y)
space.

In the voting process, a weighting factor based on
the completeness of closed contour is considered. That
is, the distance between two end-points of a contour
is used. If the contour is entirely closed, large value is
voted. Otherwise, the voted value is adaptively defined
depending on the distance. Fig.7 shows the difference
of voted value based on the distance d. If the distance
equals to d, the value val is defined by

val =
1

d2 + 1
. (1)

As a result of this line detection, some character
strings are able to be detected. In our implementation,
the grid size of (r, θ) space is decided so that each grid
has π/60 radians width between −π ≤ θ ≤ π area.

Fig.8 shows the input image. Fig.9 shows the target
contours. Fig.10 shows the (r, θ) space. Fig.11 shows
the result line of Hough transform. Fig.12 shows the
extracted inclined character string regions.

In this process, the line which passes the characters
in a character string can be calculated. Since the slope
of this line is assumed to be the slope of the character

Contours

unclosed

closed

d

d=0

Small value

Large value

Figure 7. The voted value

string, inclined character string can be extracted by
detecting the neighbor closed contours along this angle.

Figure 8. Input im-
age

Figure 9. Target
contours

����

r

0 �-�

320

Figure 10. (r, θ)
space

Figure 11. Result
line of hough trans-
form

Figure 12. Extracted
inclined character
string regions

5 Experimental results

Character string regions of scenery images can be ex-
tracted in these processes. We experiment with them
using some images. All images are 320-by-240 resolu-
tion.

5.1 Experiment on ICDAR 2003 dataset

We evaluate this system on the dataset which was
used for the ICDAR 2003 robust reading competitions.
Many of the images of this dataset have higher reso-
lution than 320-by-240. We resize all images keeping
aspect ratio so as to be included in 320-by-240 reso-
lution. In this experiment, the process for detecting
slope of character strings is not done.
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Fig.13 shows the result. In this figure, (a) shows
the extracted character string regions before revision
based on the thickness of characters, and (b) shows the
region after revision. Character string regions are re-
vised properly considering the thickness of characters.

Table.1 shows the results of precision rate, recall
rate, and f measure. The row of “no thickness” is the
result of the experiment in which revision of character
string regions based on thickness of characters is not
done, and the row of “thickness”is the result with re-
vision based on thickness of characters. This valuation
is done according to [9]. ICDAR database is anno-
tated at word level, so the system in this paper for
extracting character string regions does not get high
points. However, considering thickness of characters
gives higher points.

1-(a) 1-(b)

2-(a) 2-(b)

Figure 13. Results of ICDAR images

Table 1. Result precision and recall and f measure

Precision Recall F
no thickness 0.25 0.23 0.22

thickness 0.27 0.26 0.24

5.2 Experiment on inclined character strings

We experiment on inclined character strings. Not
all of objects are upright in the environment in which
robots act, so inclined character strings should be ex-
tracted. Fig.14 shows the results. The slope of char-
acter strings can be detected by Hough transform. As
a result, character strings on inclined objects can be
extracted.

6 Conclusions

In this paper we described the methods for ex-
tracting character string regions from scenery images.
Characters have closed contours, and a character string
consists of characters which lie on a straight line in
most cases. Therefore, by extracting closed contours
and search neighbors of them, character string regions

Figure 14. Results of inclined character strings

can be extracted. However, not all of characters’ con-
tours are extracted as closed contours, so these un-
closed contours and isolated closed contours are added
to character string regions based on the thickness, and
character string regions are revised. To deal with in-
clined character strings, the line which passes the cen-
ters of each contour in a character string region is
calculated by Hough transform, and the direction of
searching neighbor contours is modified to the slope of
this line.

However, texture of non-character is sometimes in-
cluded in extracted character string regions, so we need
more process to remove them.
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