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Abstract

In this work we propose an automatic approach to
detect and recognize text in natural images. Differ-
ently from other techniques which extract text from the
whole image, our approach is trained to detect a partic-
ular area of interest where performs the search of text.
Firstly we detect the region of interest and then we de-
tect and segment the characters found. The proposed
method may be used to read a generic text contained
in a specific object from a single image. To show the
results of our approach we focused on the problem of
the automatic gas meter reading. The goal is to pro-
cess a natural tmage containing a gas meter in order
to extract only the information from the digits of the
meter counter. Despite the complexity of the problem,
our approach shows good results and the low computa-
tional time required by the algorithm permits to use it
in real applications and in mobile devices.

1 Introduction

Nowadays the detection and recognition of text from
printed documents can be consider a solved problem.
Consequently the research is focusing on the detection
and recognition of text in natural images, as showed by
the increasing number of related works [4, 2, 7, 1]. The
main problems in this context are: poor image resolu-
tion due to a low-quality camera, blurred images and
in particular motion blur caused by the shutter time of
the camera, poor lighting or low contrast as a result of
the overexposure, reflections, shadows etc... Due to the
problems affecting the pictures in natural background,
it is impossible to use standard document OCR tech-
niques and for this reason it is necessary to develop al-
ternative approaches. They can be divided in different
categories according to [4]: Color-based Text Detection
and Heuristic Connected Component Filtering; Edge-
based Text Detection and Mathematical Morphology;
Texture-based Text Detection. Our approach lies on a
different category which uses a set of features as input
of a neural network model and returns a soft map of
the area of interest containing the digits of the meter
counter.

There are several works concerning the problem of
search a text in natural images and we report the most
significant and closest to our approach. For example
[1] uses a set of weak classifiers based on histogram,
intensity and edge features selected by the Adaboost
technique, [7] uses a graphical model to prune the false
positive detected text in order to classify each pixel in a
foreground or background class, [2] uses a bag of visual
features Key Point detector and shape descriptors and
requires high quality images to return good results.
Differently from these works, that look for text in the
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Figure 1. Segmentation results produced by our
algorithm. (a) An image of a meter and its seg-
mentation obtained by our algorithm. (b) The
image of the meter counter detected in the pre-
vious step and the respective digits segmentation
obtained by a different configuration of our algo-
rithm.

whole image, our approach can be trained to detect
and recognize a particular area of interest in which
text should be found, ignoring the remaining part of
the image. This is a useful feature in such applications
that require to read written text above a specific object
and in a defined position, like a license plate, a road
sign etc. Moreover, due to the intrinsic characteristics
of the proposed model, it is able to manage images with
low resolution. Therefore, it may be used to recognize
and read a generic text contained on a particular object
in natural images using low power computing devices.

To show the result of our algorithm we use it to
solve the automatic gas meter reading. These sup-
ply meters are used to measuring the consumption of
gas, despite the existence of digital meters, that can
acquire information in a digital way, their diffusion is
slow and nowadays their reading is still done manu-
ally in many places. This operation is expensive and it
requires a lot of time, for this reason we propose a real-
time method to automatically read a gas meter using a
single picture. Taking a picture is a very quick opera-
tion, moreover it can be stored and used as a guarantee
of a correct reading and used in case of future controls.
Moreover the low computational time required by the
algorithm, makes it possible to use it on mobile de-
vices. In this way it is possible to provide a mobile
device to the people in charge of reading the meter.
In addition to the text detection issues there are other
problems afflicting this application such as: different
digit fonts, different type of supply meters concerning
size, shape, color etc... To solve this problem, our ap-
proach is divided in two stages: firstly we detect the
region of interest in where the digits appear and than



we segment the digits found. For completeness, a test
using an open-source Optical Character Recognition
(OCR) algorithm was done in order to recognize the
digits singularly. The ultimate aim is to measure the
ability of the available tools in real and difficult sce-
narios, as that taken into consideration.

2 Proposed Method

We propose a new segmentation system based on a
set of neural networks, for the automatic number recog-
nition of a gas meter, from now on called MultiNOD.

We chose to use a model based on supervised neural
networks for two main reason: to overcome many of
the problems that afflicts the images in a real scenario
and because neural models have a high generalization
ability and good robustness.

The MultiNOD model consists of a tree of neural
networks, where each network uses a sliding window of
size Wg to read the features extracted from the input
image and then resized according to a second param-
eter Ig, which identify the smaller side of the resized
input image. So each node CT. v (F1,...,Fy) or neu-
ral network, has two parameters (Ig, Wg) and a set of
features (F1,. .., Fp,) from which to construct the pat-
terns. A node produces in output a soft classification
map (segmentation map) where the pixels containing
higher values identify the objects of interest (see the
two examples showed in Figure 1). In the present
work, the structure of a single node consists in a feed-
forward Multi-Layer Perceptron (MLP), trained using
the learning algorithm Rprop (Resilient Backpropaga-
tion) proposed by Riedmiller and Braun [6]. But we
want to stress that, MultiNOD can use other learn-
ing paradigms as an alternative to MLP, even different
types of nodes for a given configuration. For exam-
ple, the MLP model can be replaced by a SVM, RBF,
Decision Tree, etc., or a combination of these.

The particular aspect of this model lies in the con-
nection between nodes, which in practice means that
the output of a node becomes the input of a parent
node. This means that some features of (Fy,..., F,,)
could be the output of child nodes. A node, with one
or more segmentation maps in input, uses these for two
different reasons: as confirmation of the true positives
detections and as an instrument for a multi-scale ap-
proach. In practice, from any segmentation map F;
all the bounding rectangles (ROI) of the contours re-
trieved from the binarized F; map are treated as a new
image. In this multiscale scenario, the output segmen-
tation map is obtained as the average of all the maps
obtained from each ROI.

The set of features, such as information on the
edges, color, etc., can be directly extracted from the
input images. In this work we used the blue (B) and
green (G) channels, and the normalized red channel
(RN = R/(R+ G + B)), as color features. Informa-
tion about edges were extracted using a 1-D vertical
(EV) and horizontal (EH,) derivative filter, using the
mask [—1,0, 1]. Another filter that was used to extract
information from the edges is the Sobel filter (Soby).
The s parameter identifies the scale, for example 0.5
means that the size of the image has been halved be-
fore calculating the feature. More information on edges
were extracted using some Harr-like features proposed
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Figure 2. Some examples of images from the
dataset used in this work. Many of these im-
ages are troublesome due to occlusions, lighting
conditions, blur, perspective distortion, etc..

by Viola and Jones in [9]. In particular the difference
between the sum of the pixels within two rectangu-
lar regions, defined as two-rectangle feature, was used.
The regions have the same size and shape and are hor-
izontally (H2H,,xp) or vertically (H2V,,xp) adjacent.
The two parameters w and h identify the width and
height of the rectangles, respectively.

The MultiNOD configuration was chosen consider-
ing which nodes in which layers give better results us-
ing a trial and error procedure. We have used the
following strategy to optimize the results: nodes be-
longing to the first level of the tree are used to find
out areas of interest, and nodes of subsequent layers
are used to eliminate the false positives and to confirm
the true positives, taking advantage of the multiscale
strategy described above.

The MultiNOD system was applied twice, once to
detect the meter region and a second time to identify
the single digits.

3 Experiments

Two experiments were performed using the proposed
model: a first experiment to search an acceptable con-
figuration to solve the problem of finding the digits of
the meter counter, and a second experiment to under-
stand how to configure the MultiNOD model in order
to segment the digits. The second experiment is es-
sential to the OCR phase because many algorithms
require accurate detection of the area containing the
characters in order to well recognize the character.

Tests were performed using a single thread C+# code,
on an Intel®Core™Duo processor T8100 @2.10Ghz.
The two phases have created an output map in an av-
erage time of 500 ms per image.

To assess the detection system, precision (P) and
recall (R) have been used:

correct correct

"~ possible

(1)

actual ’

stating that correct is the number of objects correctly
detected by the system, actual is the total number of
objects recognized by the system, possible is the total
number of objects we expected from the system. A
measure that usually is used to summarize Precision
and Recall values is the F-measure F' = 1/(AP + (1 —
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Figure 3. Input/output training example for the
meter detection problem. Only the pixels be-
longing to the meter has been labeled with as
foreground, while all others were labeled as back-
ground.

A)R) where usually A = 0.5. Average Precision (AP)
is another measure that approximates the area under
the PR-curve and that, for its readability, is usually
used to compare different object detection algorithms.

To assess the segmentation system, the intersec-
tion/union of class labels (Acc.), computed over all
pixels, was used: Acc. = tp/(fn+ fp+tp). This metric
is interesting because penalizes both over- and under-
estimates objects. The overall accuracy is the average
between the class and background accuracy.

For more details on these measures and how an
object is considered correctly detected or segmented
see [3].

3.1 Counter detection

The dataset Gas-Meter-Counter, used in the first ex-
periment, consists of 102 training images and 51 testing
images. All images were acquired by different opera-
tors using different typology of devices. Figure 2 shows
some typical examples of this dataset and it is evident
that, under these conditions, the detection and seg-
mentation problem becomes very difficult. From the
output image shown on the right side of Figure 3, it is
clear that the objective of the MultiNOD model is to
learn to identify the area containing the counter. This
is not a trivial problem because a lot of written visible
in the image can be confused with the numbers of the
meter.

The MultiNOD configuration used here is shown
in Figure 4. Nine different MLP neural networks
Crowe(F1,..., Fy) were used, configured with some
of the set of predefined features. The parameters Ig
and Wy and the set of features (F1, ..., F,,), have been
specifically selected for each node to highlight some
typical features of the meter area to be detected. For
example small values of Is and values of Wy, very close
to the image size Is (such as for nodes C® and C? in
Figure 4), create an output map with a relatively high
precision but, being a very low-resolution map, pro-
vides an idea of the location of the area of interest with
a very low recall. Conversely, great I values and rel-
atively very small Wg increase the recall measure but
reduce the precision (see for example nodes C% and C7
in Figure 4).

The results in terms of detection and segmentation
are shown in Table 1. The high recall is usually a
desirable goal if we want to recognize the sequence of
digits from each meter. In terms of segmentation, it is
important to note that more than 95% of pixels were
correctly classified as background, and this is certainly
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Figure 4. MultiNOD configuration used for the
meter detection. Each node CT_ y; is represen-
tative of a neural network trained on the train-
ing set built from all the features that receive
input. All other nodes are simple features ex-
tracted from input images.

Figure 5. Input/output training example for the
digit segmentation problem. The figure-ground
segmentation map has been segmented by hand
to train the model to recognize and segment only
the digits of the meter.

an important result, to avoid detection of many false
positives.

Table 1. Detection and segmentation results ob-
tained on the test set Gas-Meter-Counter for the
meter detection problem.

Detection Segmentation
Precision 63% Acc. background 95.5%
Recall 78% Acc. object 51.7%
F-Measure 70% Average Acc. 73.6%
AP 50.4%

3.2 Digit segmentation

For the digit segmentation problem a second dataset
was constructed, consisting of 47 training images and
47 testing images. All images were cropped from orig-
inal Gas-Meter-Counter dataset. As shown in the
training example of Figure 5, in this experiment the
MultiNOD model has to learn to detect and segment
the digits of the meter counter presented as an input
image.

The MultiNOD configuration, used in this second
experiment, is composed of eight different neural net-
works and is shown in Figure 6. Nodes C7 and C®
identify the image areas containing the digits, while
all subsequent nodes try to improve the segmentation
for each digit.

The detection and segmentation results are shown
in Table 2. Precision and recall are acceptable and
have the same order of magnitude, while the digits
segmentation accuracy of the test set is close to 50%.
The very high accuracy of background assures us that
many problems due to noise present in the proximity of
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Figure 6. MultiNOD configuration used for digit
segmentation. Each node C7. y, is representa-
tive of a neural network trained on the training
set built from all the features that receive in-
put. All other nodes are simple features extracted
from input images.

the digits have been removed. As we can see from the
segmentation example shown in Figure 1(a), results of
this second step help the final OCR phase to reduce
the number of false positives.

Table 2. Digit detection and segmentation re-
sults.

Detection Segmentation
Precision  68% Acc. background 92.8%
Recall 79% Acc. object 49.5%
F-Measure 73% Average Acc. 71.6%
AP 55.8%

3.3 Digit reading

A test using an open-source OCR algorithm was
done in order to measure the ability of a “standard
tool” in the real and difficult scenarios taken into con-
sideration.

The output of the segmentation phase identifies the
area of interest containing a single digit and then an
OCR algorithm is used to read this character. The
OCR algorithm is configured to recognize only 10
classes of characters, in particular only the digits from
0 to 9. We used Tesseract [8], an open source OCR en-
gine, to read the digit obtaining the following result on
a dataset of 332 digits correctly detected by the seg-
mentation phase: 58,73%. This result highlight the
complexity of the OCR task in this domain, due to
some recurring problems listed above (see some exam-
ples in Figure 7). Advanced recognition techniques can
be used in place of the standard OCR algorithm used
in this work to improve the results, such as some inter-
esting intelligent character recognition systems based
on artificial neural networks like that explained in
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Figure 7. Some examples of difficult digits to be
read. Very noisy images, low contrast, distin-
guishing marks too close to the digit, occluded
or too blurry numbers.
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Conclusion

In this work we have presented an approach to detect

and subsequently segment digits of a gas meter counter
in natural images. The proposed model is based on a
set of neural networks that work on low-resolution im-
ages, and give a result in about half a second per image.
The results are promising and, for example, ensure the
feasibility of an application for mobile devices able to
automatically read the numerical value of a meter. The
main feature of the MultiNOD model, shown in this
study, is the detection and segmentation of text in a
specific area of interest. This task is performed in a
single step without the needed of any preprocessing or
postprocessing phases. Moreover this strategy can be
applied on different applications with a low conversion
effort, consequently we are investigating how to use
this approach in different domains.
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