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Abstract 

Recently automatic image annotation (AIA) has been 
arising as a key technology to support image retrieval. 
The representative algorithm is Semantic Multiclass 
Labeling (SML [1]), which constructs a parametric ge-
nerative model of a distribution of local image features in 
a class with a gaussian mixture model. Although SML 
shows good accuracy, SML has not been used widely 
because of its long training time and annotation time. In 
this paper we propose a method of improving SML by 
dealing with Random Forest instead of the gaussian 
mixture model. We evaluate our proposal by using the 
standard corpus, Corel5K and IAPRTC-12. The experi-
mental results demonstrate that our method can train very 
fast and annotate multiple labels very fast, with keeping 
comparable performance as existing methods. 

1. Introduction 

As the number of images that are taken with a digital 
camera is increased, image search technologies have 
become important to retrieve desired images from an 
immense amount of image repositories. Most existing 
image search engines are constructed based on semantic 
labels attached on images in advance. Then only images 
with labels matched to user’s queries are retrieved. 
However, the semantic labels which are assigned by hu-
man hands sometimes do not contain important labels and 
include semantic ambiguities among annotators. There-
fore, we consider that assigning semantic labels 
automatically, that is to say, automatic image annotation 
(AIA), is a key technology of realizing a brilliant image 
retrieval system.  

Recently many leading ideas about AIA have been 
proposed over this decade [1-10]. In existing AIA tech-
niques, models based on nearest neighbor methods [2,3] 
attract great deal of interest because of their high per-
formance. In the nearest neighbor methods, the training 
image with the smallest distance from an input image is 
found in the appropriate feature space. Then the labels of 
the training image are assigned to the input image. Tag-
Prop [2] is the representative example of the nearest 
neighbor model, where the distance is measured on a 
metric space learned using training samples. Although 
TagProp has excellent results on some AIA tasks with a 
small data set, it would be hard to apply for realistic ap-
plications. It is because millions of the training images are 
necessary to cover various situations, and the system has 
to maintain all training data. We believe that parametric 

models, which represent a probabilistic relation between 
image features and labels, should be suitable for realistic 
applications, because only model parameters instead of all 
training data need to be maintained. SML [1] is such a 
parametric model based on multiple Naïve Bayes clas-
sifiers with local features, where a conditional probability 
of each local feature to a label is modeled by a hierar-
chical gaussian mixture model. Though SML shows good 
annotation accuracy, it has not been used widely, because 
of its long training time and annotation time. The main 
reason of the former is its model complexity, and the main 
reason of the latter is the large number of local features for 
which probabilities have to be calculated. In this paper, to 
deal with this problem, we propose to introduce a Random 
Forest classifier instead of the gaussian mixture model. 

Random Forest [11] is an ensemble of decision trees 
and has become a popular method in many computer 
vision applications, for example, object segmentation 
[12,13], image classification [14,15], object classifica-
tion [16,17], food recognition [18], object detection 
[19,20], video segmentation [21], and so on. In spite of 
its success in many applications, Random Forest has not 
been applied to the AIA task yet. Our main contribution is 
that we first utilize Random Forest in the AIA task to 
model a probabilistic relation between a local feature and 
a class label effectively. There are two advantages of 
utilizing Random Forest. The first advantage is short 
training time and annotation time, because it is not ne-
cessary to calculate distances in large dimensional 
feature space. And the second advantage is simplicity of 
its model to discriminate multiple labels by one classifier. 
In addition, we try to demonstrate that Random Forest 
can be applicable for large number of classes by an AIA 
experiment with more than 100 kinds of labels, though a 
Random Forest classifier is often used to the small num-
ber of classes. In the following section, we explain our 
proposal in detail. 

2. Methodlogy 

2.1.  Image Annotation with modified SML 
 

SML consists of multiple Naïves Bayes classifiers, 
each of which predicts a posterior probability of a label 
given local features,          , sampled at the n loca-
tions in an image, as Figure 1. Each child node of a 
classifier has the same probability model P(f|c) of a local 
feature f given a class label c, which is represented by a 
hierarchical gaussian mixture model in the original paper. 
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In this paper, we use a standard gaussian mixture model, 
where a weight   , an averaged feature vector   ,    
and a diagonal covariance matrix   of the th gaussian 
distribution are estimated for each label c in a training 
stage, in order to compare the straightforward perfor-
mance based on two kinds of classifiers. Furthermore, 
we use a different type of features from SML as shown 
in 2.3. We call this model SML*. In a testing stage, a 
posterior distribution P(c|F)of a label c given a set of 
feature vectors F =     is estimated by Bayes’ Theorem 
as the following. 
 
 

(1) 
 
 
 
, where           can be factorized into        in 
the Naïves Bayes classifiers. In Eq. (1), P(c) denotes a 
prior of a label c. Since P(F) is independent of the label, 
we assign a label c(I) on a given image I by the following 
equality. 
 

(2) 
 

 
In SML, we have only to hold model parameters of 
O(mKd), where K is the total number of labels, d is the 
feature dimension, and m is the number of gaussian dis-
tributions. While, the nearest neighbor models have to 
hold model parameters of O(Nd), where N is the number 
of training images. Therefore, SML has large advantage 
to the nearest neighbor models for an immense volume of 
image repositories. However, in spite of small demand to 
the storage, SML has such a shortcoming as its long 
training time and annotation time. 
 
 
 
 
 
 
 

Figure 1.  Multiple Naïves Bayes Model. 
 
2.2.  Probability Model with Random Forest 
 

Now instead of the gaussian mixture model, we intro-
duce Random Forest as a probability model [22] into an 
AIA task. Random Forest consists of T randomized de-
cision trees with the D depth. A probability table P(c|l) of 
a label c is attached on a leaf node l and is calculated in a 
training stage (Figure 2). It has two kinds of randomness, 
bootstrap random sampling of a training set and random 
feature selection to split training data into two groups at 
each node of the decision tree. The random sampling 
means that a different subset with the SN number of vec-
tors is selected from a whole training set to train each 
decision tree. Each node of a decision tree has two split-
ting parameters, a feature index and a threshold. On the 
node, data whose value of feature specified by the index is 
higher than the threshold are sent to the right child node, 
and the others are sent to the left. We utilize the same 
method as used in Extremely Randomized Clustering 
Forests [15] to determine the splitting parameters. In [15], 
the normalized Shannon entropy, as suggested in [23], is 

calculated on each node, and the parameters are deter-
mined such that the entropy is maximal.  

A probability table P(c|l) can be calculated by using a 
whole training set, after establishing decision trees. In 
contrast to classification problems, in the most AIA task, 
an image has multiple labels. In our implementation, we 
assume that all labels given on an image are assigned on 
each feature vector extracted from the image. We esti-
mate P(c|l) as the following. 
 

(3) 
 

, where   is the number of feature vectors with a label , 
and   is the total number of feature vectors, which 
reaches on a leaf node l.   is a constant parameter 
(=0.01), which is set up so that P(c|l) is not zero. In 
Eq.(3), note that ΣP(c|l) is more than 1.0. In a testing 
stage, Random Forest estimates a posterior probability of 
a label from a set of the leaf node on which each eva-
luated feature vector reaches. Then the probability of a 
label  to a feature vector f, P(c|f) is counted by averag-
ing P(c|l) for all T trees. 
 

(4) 
 
In Eq. (4),   denotes a leaf node in the th tree, on which 
f reaches. P(f|c) is calculated by using Bayes’ rule, and 
finally P(c|F) is obtained by substituting Eq.(4) into 
Eq.(1). 
 
 
 

                                                                        (5) 
 
 
 
, where we don’t have to calculate the first term, because 
it is independent of the label. Usually with a Random 
Forest classifier, a probabilistic estimation of a label can 
be realized as P(c|l), while in our proposal, as P(c|l) di-
vided by a prior distribution P(c), as seen in Eq.(5). 
Dividing by a prior label distribution leads to rescue of a 
minority label and inhibition of a majority one. This idea 
is similar to WRF [24] and PRAGMA [25].  
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Training Stage by our Proposal.  
 
2.3.  Feature Extraction 
 
  In general, it is difficult to model P(f|c) with a large 
number of local features. Therefore, SML models P(f|c) 
with 8 feature vectors which consist of gaussian parame-
ters extracted from each image. Although SML reduce 
training samples drastically, this reduction causes degra-
dation of performance. In contrast, we can utilize the 
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large number (n 1000) of local features per image di-
rectly, owing to small training time of Random Forest. 
Our features are region features which are average and 
deviation of local features over a small region. They are 
generated as follows. First, images are divided into 
square regions with fixed size. Next, local features, such 
as pixel intensity or texture, are extracted at each pixel in 
the square region. At last, the average and the standard 
deviation of the local features are calculated. 

3. Experiments and Discussion 

3.1.  Dataset 
 

Firstly we compare our method with the previous ap-
proaches, using Corel5K [4]. The Corel5K benchmark set 
is composed of 4500 training images and 499 testing 
images. Each image has from 1 to 5 semantic labels, and 
there are 371 labels in a training set and 260 labels in a 
testing set. Secondly we evaluate our proposal using 
IAPRTC-12 [26]. IAPRTC-12 is composed of 17665 
training images and 1962 test images. We have the same 
291 labels as [2] and [3] both in a training set and in a 
testing one. In both benchmark sets, there is large im-
balance among the number of images with each label. 

Each image with an aspect ratio ar ( 1.0) is shrinked 
that the length of the short side is changed into 320 
pixels. We separate the short side into 24 parts of the 
same length and the long side into 24*ar parts. As the 
results, we acquire the 576 ar (=n) square local regions. 

Image annotation performance is evaluated by com-
paring ground-truth with the labels automatically 
annotated. Each image is annotated with the 5 most re-
levance labels. The average recall (R) and the average 
precision (P) over all the labels, the f-measure (F), which 
is the harmonic of R and P, and the number of labels with 
recall>0 (N+) are estimated respectively. 
 
3.2.  Image Feature 
 

After a preliminary experiment, we have selected two 
kinds of region features, color+gabor and cDCT. Col-
or+gabor feature consists of three kinds of color features 
(RGB/Normalized-RG/CIELAB) and gabor features with 
6 orientations and 3 scales. And the resulting region fea-
tures constitute 52-dimensional feature vectors. While 
cDCT feature is the same feature as used in [1], and con-
stitutes 126-dimensional feature vectors. All feature 
values are normalized such that an averaged feature value 
of each dimension is equal to 0.0 and the standard devia-
tion is equal to 1.0. 
 
3.3.  Experiments and Discussion 
 
  At first we examine variations of the performance 
relying on the parameters of Random Forest. Figure 3 
shows the results of R and P of averaging 10 trials by 
using Corel5K with color+gabor features, when one of T, 
D, and SN is changed from the case of T=2, D=24, and 
SN=216. Initially we notice that multiple trees need to be 
aggregated, because only one tree can recognize specific 
labels due to overfitting (Figure 3(b)). Next we note that 
Figure 3(a) appears similar to Figure 3(c). To acquire 
high performance, enough large SN and D need to be 

selected. Since we don’t prune the branch in building 
Random Forest, the number of leaves seems to be pro-
portional to SN and D. So Figure 3 shows that a lot of 
leaves are necessary to classify each label. When the 
number of leaves is set up as a large value in Figure 3(a), 
R is slightly decreasing, because of the deterioration of 
randomness among trees. To gain higher performance, in 
future, we suppose that we should build Random Forest, 
which can rescue a minority label additionally to acquire 
the higher recall rate. 

(a)  
 
 
 
 
 
 
 
      (b)                 (c)  
 
 
 
 
 
 
 

Figure 3.   The results by our experiments. 
 

Secondly by using two benchmark sets, we evaluate 
our model. Table 1 shows overview of performance by 
our models and some existing works. We have tuned our 
parameters so as to acquire the largest value of F. Our 
proposal has the comparable performance as some exist-
ing methods except Tagprop. Especially note that SML* 
and our model(RF) exceed SML [1], because the enough 
number of feature vectors is extracted from an image. 
Figure 4 shows the example of annotation results with 
the best performance by our model. 

 
(a) Corel5K             (b)IAPRTC-12 

 
 
 
 
 
 
 
 
 
 
 
 

Table 1.  Overview of performance of our mod-
els and some existing works. In SML* m is set up 
as 28 in (a) and 29 in (b). In our model(RF), SN is 
set up as 216 in (a) and 217 in (b). The other para-
meters are tuned so that F is the maximum value. 

Finally we compare our model(RF) with SML* in 
terms of training time and testing time. We show the re-
sults in Table 2, with the parameters adopted in Table 1. 
Random Forest has large advantage of shorter computa-
tional times, in terms of both training time and testing 
time. Our proposal can annotate a given image very fast, 
and more to the point, the annotation time is independent 

method R P F N+

MTL[4] 0.04 0.06 0.05 49
Corr-LDA[10] 0.09 0.06 0.07 59

CRM[9] 0.19 0.16 0.17 107
MBRM[8] 0.25 0.24 0.24 122

SML[1] 0.29 0.23 0.26 137
JEC[3] 0.32 0.27 0.29 139
GS[7] 0.33 0.30 0.31 146

TagProp[2] 0.42 0.33 0.37 160
RF(color+gabor) 0.26 0.34 0.29 108

RF(cDCT) 0.28 0.29 0.29 123
SML*(color+gabor) 0.33 0.36 0.34 135

SML*(cDCT) 0.31 0.28 0.30 132

method R P F N+

MBRM[8] 0.23 0.24 0.24 223
JEC[3] 0.29 0.28 0.29 250
GS[7] 0.29 0.32 0.30 252

TagProp[2] 0.35 0.46 0.40 266
RF(color+gabor) 0.24 0.30 0.27 226

SML*(color+gabor) 0.30 0.27 0.28 266
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method train[s] test[s]
(per image)

RF(color+gabor) 9.6x102 3.4x10-1

RF(cDCT) 8.4x102 8.2x10-1

SML*(color+gabor) 1.8x105 1.4x101

SML*(cDCT) 3.6x105 3.4x101

method train[s] test[s]
(per image)

RF(color+gabor) 2.8x103 6.7x10-1

SML*(color+gabor) 1.5x106 2.2x101

*Estimate with Core2Duo/3GHz

of the corpus size, different from the nearest neighbor 
models. The above demonstrations show that our model 
based on Random Forest is effective on an AIA task. 

 
Table 2. Comparison in terms of computational time. 

 
(a)Corel5K             (b)IAPRTC-12 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  The example of annotation results by 
our model with Corel5K. A label with bold cha-
racters is included in the ground-truth. We show 
the only 4 most relevance labels. 

4. Conclusion 

In this paper we have proposed a novel method of ap-
plying Random Forest to an automatic image annotation 
task. Our main contribution is that we have introduced 
Random Forest into the task by building a model of a 
probabilistic relation between a local feature and a se-
mantic label. Our model has shown the drastic 
improvement of training time and annotation time to an 
existing famous algorithm, SML. Additionally we have 
demonstrated that our proposal has the comparable per-
formance to the other models. In future we want to 
challenge to annotate semantic labels on the local region 
as well as on the whole image, while developing our idea 
to acquire better performance. 
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