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Abstract 

This paper presents a method to estimate hand 
positions behind a display, while the person’s body is 
in front of the display. This allows for direct and bare 
hand interaction with virtual objects in an AR setting. 
As a sensor, we use a time-of-flight range camera, 
which provides depth information per pixel, but is 
noisy. While hand tracking has previously been 
attempted by localizing body parts and fitting a body 
model into the data, we propose a simpler algorithm. 
We first remove outliers, and then model the hand as 
an oriented box whose position and orientation is 
determined by a PCA algorithm. The calculated hand 
model is then used in a physics engine based 
interaction with virtual content.  

1. Introduction 

Progress in the field of computer vision together 
with increases in raw processing power create an 
opportunity for new interaction methods with 
computers, making the human body the actual 
controller (as opposed to using traditional controllers 
like  keyboard, mouse, joystick etc.). Such a system 
needs to reliably and in real-time identify, locate, and 
track relevant parts of the user’s body. This task is 
made easier by a proliferation of range cameras that 
measure per-pixel distance (as opposed to light 
intensity and color). There is a growing body of 
research in body tracking using depth sensors, and 
commercial applications are starting to appear, such as 
the Microsoft Kinect. 

In general, applications that use body tracking in 
the user interface need to solve issues such as body 
self occlusion, how to isolate relevant body parts and 
discriminate between multiply people, as well as how 
to overcome hardware limitations that may result in 
noise and low resolution. 

However, in many cases the vision task could be 
simplified, particularly if the interaction happens in 
close range. We have developed a human computer 
interaction method where the user is located in front of 
a 3D display (implemented, i.e., as stereoscopic 

rendering on a transparent display), and interacts with 
a spatial environment by reaching with his hand 
behind the display. That way, the hand is spatially co-
located with real and virtual content and, at the same 
time, does not obscure the display surface. 

 

 
 

Figure 1. A screenshot of the interaction. A wall of 
dices is toppling over after colliding with a person’s 

hand, represented by two pink spheres; dots are filtered 
points from the range camera before outlier removal. 

 
We have found several ways to streamline the 

implementation. First, instead of precise localization 
and identification of body parts and guessing user 
intentions, we do a rough approximation of the 
interacting body parts as a low polygon model and 
check it for collision with CG content. A GPU 
accelerated physics engine handles collision detection. 
Second, in a situation where the user is located in front 
of the display, and his hand does manipulations behind 
the display, it is reasonable to assume that the camera 
sees only the manipulating hand of the user in front of 
a mostly static background. That assumption 
eliminates the need to identify and track body parts. 
The remaining pieces are hand localization, and 
approximating the hand as a volumetric body for the 
purpose of occlusion detection. This is a non-trivial 
task as depth sensor data is inherently noisy. 
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Figure 2.  User is 
interacting with virtual 

content by reaching 
behind display. 

 
Figure 3. System side 

view: (a) transparent LCD 
panel; (b) depth camera; (c) 
Webcam. 

In the rest of this paper, we first will describe 
existing work in related domains, and give an 
overview of the hardware setup that we used. In the 
Algorithm section, we will describe steps to mitigate 
sensor noise by filtering outliers and to calculate a 
simple hand representation as an oriented bounding 
box. We will conclude with a list of further 
applications for our system. 

2. Related Work 

There is a rich research body in the domain of hand 
tracking: for example, Piekarski and Thomas in their 
2002 Tinmith-hand work [12] use fiducial marker 
detection via ARToolKit to perform 3 DOF tracking of 
the hands. Buchmann at al. [2] utilized fiducial marker 
tracking for hand and two fingers in their 2004 
FingARtips work. Instead of using flat markers, Wang 
and Popovic [16] used a multi-colored glove in their 
2009 paper. In 2005, Kölsch and Turk [8] described 
the HandVu hand tracking system. After explicit 
initialization, HandVu tracks the learned hand in the 
2D image plane using a non-stationary monocular 
color camera. The tracking was demonstrated to be 
robust against camera movements and arbitrary 
cluttered backgrounds. In 2007, the Handy AR work 
by Lee and Höllerer [10] tracked an outstretched hand 
in space by recognizing fingertips. Tracking is 
initialized with a calibration step in order to learn the 
hand geometry. The user’s palm is then used to place 
CG objects on it for AR applications. Lee at al. [9] in 
their 2008 work used skin tone based hand detection 
and 3D from stereo for hand tracking. However, they 
report “most of the users commented on the unstable 

fingertip tracking which sometimes affected their 
interaction.” 

There is also fast growing field of time-of-flight 
cameras [6] and its applications. As mentioned by 
Ghobadi at al.  [5], while “range images of TOF 
cameras are independent of the texture and lighting 
conditions, they are somehow affected by the color of 
the object.” In other words, and in accordance with 
our experience, they are quite noisy. Ghobadi at al. use 
a combination of range data with intensity image to 
separate hands from other body parts. Plagemann at al. 
[13] use a novel interest point descriptor together with 
a boosted patch classifier to localize body parts using 
range data. However, in our case body part 
segmentation is not necessary. 

3. Hardware setup and system overview  

Our demo system consists of interactive display 
hardware, as well as real-time 3D rendering and 
motion tracking software. The hardware platform 
includes a transparent LCD panel, a Webcam and a 
depth camera (a time-of-flight range camera by 
PMDTech) [14]. The software platform integrates the 
3D graphics engine OGRE [11] with our hand tracking 
algorithm and the commercial face tracker FaceAPI 
[4]. The transparent LCD panel exhibits a 
transparency of 10% when it displays entirely white 
color or when it is completely turned off. With 
sufficient illumination around the back region of the 
LCD panel, the user can see his hand through the 
translucent display (Figure 2). 

On the top part of the display, a depth camera is 
attached facing downward (Figure 3), toward where 
the user’s hand is located during the reaching-behind 
interaction we propose. Hand detection data, which is 
collected from the depth camera and processed 
through our algorithm described in the next section, is 
visualized as a virtual hand in the real-time 3D 
environment based on OGRE. When the virtual hand 
touches virtual objects in the 3D scene, the built-in 
physics engine simulates collision and gravity effects, 
providing the user with natural visual cues (Figure 1).  

To increase the reality of the interaction, the demo 
renders the 3D scene stereoscopically, so that virtual 
objects appear behind the transparent display, rather 
than on the display surface. Since our current 
transparent panel can render only at 60 Hz, we use 
anaglyphic stereoscopic rendering that require the user 
to wear red-cyan glasses.  

Due to the optical-see-through nature of the display, 
a CG scene should be registered with the real world 
behind the display to be convincingly augmenting it.  
In addition, using only stereoscopic rendering of 
content on a display surface confuses our visual 
perception mechanism because the lack of additional 
depth cues such as motion parallax.  
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To improve accurate registration and to provide 
motion parallax depth cues, our demo system tracks 
the user’s face in real-time and adjusts the perspective 
of 3D scene accordingly. A Web camera (as shown in 
Figure 2) detects the user’s face with 30 fps and 
provides the scene renderer with 3DOF face position. 
The renderer then transforms and translates its 
viewing frustum for perspective correction. This view-
dependent rendering method allows that (1) the virtual 
content appears in place with reference to the physical 
background, and (2) the user experiences different 
perspectives of the 3D content as he moves around in 
front of the display.       

4. Hand Tracking Algorithm 

We use a tracking-by-detection approach with a 
frame-to-frame dependency. The remainder of this 
section describes the hand detection and localization 
procedures. 

Our demo implementation uses a time-of-flight 
(TOF) depth camera which provides a 200x200 pixel 
array of grey-level intensity, signal amplitude, distance, 
and calculated x,y,z coordinates. This data capture 
procedure is running in a separate thread, with a new 
frame being available every 45 ms. 

Because the camera is facing away from the user 
and sees only his hand, we do not need to detect body 
parts (as described by Plagemann et al. [13]), and can 
approximate foreground objects (i.e., a hand) with an 
oriented bounding box.  

Since the camera provides signal amplitude in 
addition to the pixel depth, we can reduce pixel noise 
with a simple amplitude threshold. Those weak pixels 
correspond to either a distant background, or to 
patches of bad infrared reflectivity. In a typical 
scenario, when the hand is 20 cm away from the 
camera, about 70% of the pixels have a weak signal 
and are discarded therefore. 

In the case of a static display, to avoid a recognition 
step, we assume that the background remains 
approximately static, and filter it out in a method 
similar to z-buffer. To this end, we accumulate the 
depth data for every pixel over 50 consecutive frames; 
assign some big depth number when the signal is weak, 
and collect minimal depth values per pixel. The 
procedure eliminates another 10% of all pixels.  

After a data frame is filtered based on amplitude 
(discard pixels with a weak signal) and background 
test, the remaining pixels form a point cloud, and 
statistical filtering is applied to eliminate isolated 
outliers. 

This technique is similar to Rusu et al. [15] and 
proceeds as follows. We use the ANN library [1] to 
form a KDD tree  and calculate the k nearest neighbors 
in 3D space for each point pi from the cloud. To 
mitigate small clusters of outliers, we ignore the first 

(nearest) k0 neighbors and store the average distance 
Di to the rest k – k0 ones. Then points with value Di too 
different from the rest are discarded as outliers. I.e., 
point pi is outlier if Di > D + ασ, where D is the mean 
of {Di}, and σ is a standard deviation. Coefficient α 
was set to 0.1 empirically; values k and k0 to 30 and 10 
respectively.  

The resulting points are clustered based on distance, 
and only the largest cluster is kept. For that step, we 
reuse neighbors the lists found in the previous step, so 
clustering is rapid. These two distance-based filtering 
steps remove about 30% of all points from the cloud. 
The contribution of the different filtering steps to the 
overall detection time is summarized in Table 1. 

However, the process of finding neighbors is 
computationally expensive and takes most of the 
algorithm time (see below). To keep the algorithm 
running in real-time, we down-sample the image 
before extracting the point cloud for statistical filtering 
and clustering. 

Table 1. Percentage of 3D points reported by  
range camera eliminated by filtering steps. 

Weak 
Background 
Outliers 

69% 
10% 

3% 

Total 82% 
 
To summarize, the following steps are involved in 
filtering the sensor data: 

1. Discard weak pixels 
2. Discard pixels failing z-test 
3. Down-sample 
4. Form point cloud 
5. Find nearest neighbors for each point 
6. Discard outliers based on average distance 
7. Cluster points based on mutual distance  
8. Keep the largest cluster 

 
Orientation and size of an approximating box are 

calculated using Principal Component Analysis (PCA) 
[7], using Eigen library [3]. PCA is performed over the 
remaining points. Eigenvectors of the covariance 
matrix define the box orientation. In case the matrix 
determinant is negative, we reverse the sign of the 
least significant Eigenvector.  The box size is 
approximated as zyx ,,6 � , where λx,y,z is the 

corresponding Eigenvalue, i.e. well-known ±3σ 
interval. Finally, for collision based interaction 
methods, we add two spheres on the opposite sides of 
the calculated box (Figure 1). 

Overall, hand detection and localization takes 22 ms 
on an Intel i7 CPU running at 2.8 GHz, with most of 
the computation used by step 5 in the filtering 
sequence, as summarized in Table 2. 
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Table 2. Running time of the algorithm, in the case 
of a hand 20 cm from sensor, on a i7 CPU at 2.8GHz 

Weak & background filter 0.3ms 
Down-sampling 0.3ms 
KDD tree creation 1ms 
Neighbor search 20ms 
Clustering 0.3ms 
Total detection time 22ms 

5. Conclusion 

This paper has presented a method for tracking a 
person’s hand behind the display using a range camera. 
This setup allows for a simple but natural interaction 
method using bare hands with virtual objects in 
Augmented Reality applications. 

Instead of building a body parts model, the 
presented method relies on setup-imposed constraints, 
and models the hand as an oriented bounding box, 
which is used for a physics engine driven simulation. 
A performance evaluation shows that the algorithm 
runs in real-time on a modern PC, not requiring a 
powerful GPU module. 

Other applications for this method include gaming 
(direct interaction with game content, game characters, 
etc.), virtual worlds (e.g., real person shaking hands 
with avatars), telepresence (combining local and 
remote video and CG content, and manipulating 
remote content), CAD/CAM (direct manipulation of 
CG objects), medical imaging (navigating and 
manipulating interactive 3D medical image content), 
and many more. 
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