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Abstract 

This paper discusses the new inpainting algorithm 
which uses the superpixel constraints with the Exem-
plar-based inpainting technique for bringing the realistic 
view in the 3D model developed by the interactive 3D 
indoor modeler. The inpainting algorithm is exclusively 
developed for the interactive 3D indoor modeler in which 
the user can create 3D indoor models from a single photo 
or multiple photos by simple interaction techniques based 
on computer vision principles. There are often invisible 
regions on some of the 3D planes since it is not easy to 
take a set of photos so that every region of the 3D models 
is included at least in one of those photos. Inpainting 
techniques may be employed for making up for the invis-
ible regions with computer-generated texture patches and 
for merging the inpainted region with the neighboring 
visible regions.  This paper describes the new inpainting 
technique that combines the Exemplar-based inpainting 
with the superpixel constraints in order to improve the 
structure propagation since the structures are important 
for indoor images. 

1. Introduction 

Virtualized real objects made from photos can make 
virtual environments more realistic. This reduces the gap 
between the real and virtual world for a number of ap-
plications such as personal navigation, visualization, and 
simulation. The interactive modeler [1, 2] enables the 
users to easily create 3D indoor models from a single or 
multiple photos. However, some of 3D planes in the 
models often have imperfect or no texture due to occlu-
sion by the target itself or other objects. This paper tested 
the Exemplar-based inpainting technique [3] which is a 
simpler and faster method for texture filling the untex-
tured regions. The indoor modeler images contain many 
structures whose structure continuity needs to be main-
tained inside the untextured region. So there is a need to 
handle the inpainting which guarantees the good struc-
ture propagation. The paper proposes the usage of 
superpixel constraints in improving the structure propa-
gation part in the Exemplar-based inpainting method.  

The second section briefly discusses the scenario of the 
interactive indoor modeler, the need for inpainting and 
the automatic generation of the inpainting mask. The 

third section explains the proposed algorithm and the 
subsections explain the concept of superpixels and their 
role in improving the structure propagation. The fourth 
section explains the Exemplar-based inpainting, its ap-
plication in the interactive modeler. The later part of this 
section summarizes the related works in the area of 
structure propagation. The fifth section experiments the 
proposed algorithm in the modeler images  and com-
pares the Exemplar-based inpainting.   

2. Interactive 3D indoor modeler and In-
painting 

Figure 1. Interactive 3D indoor modeling [1] a. Mul-
tiple photos  b. Indoor model made from the multiple 
photos  

The interactive modeler initiates 3D modeling by 
analyzing 2D input photos. The viewpoint and the rota-
tion angles at which each photo was taken are estimated 
by using the vanishing points obtained from pairs of lines 
in the actual 3D world. The origin of the ground plane is 
interactively set by the user over which the tex-
ture-mapped 3D planes are added one by one for 
developing the 3D indoor model. The developed 3D 

(a)

(b)
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planes can be translated, rotated, deformed or deleted 
using simple interaction techniques based on geometric 
constraints derived from the photos. Fig. 1a shows the 
multiple photos taken for the indoor environment, and are 
used to model the indoor environment which is shown in 
Fig. 1b.  Each 2D photo is used to make the local model 
in the local coordinate and then the local models are in-
tegrated to form the global model. For integrating the 
local model, the modeler estimates the transform para-
meters between the local and the global coordinate 
systems by means of sparse maps of landmarks generated 
in preprocessing and the result of image feature matching. 

2.1. Need for Inpainting 

 

Figure 2. Inpainting mask generation 

The regions which are invisible in any of the input 
photos inevitably hold textures of their frontal objects due 
to the projective texture mapping with GPU. The depth 
maps are computed for the developed 3D model. The 
invisible region is carved by checking the depths between 
the 3D planes. The dominant point clusters in every plane 
forms the inpainting mask. The green region in Fig. 2 
denotes the invisible region which is detected by com-
paring the depths of the particular local model. The planes 
with the invisible region or in other words the untextured 
region are retrieved one after the other and the inpainting 
is applied for those planes. The inpainted planes are put 
back into the 3D model to produce the realistic indoor 
environment. 

3.  Algorithm overview 

The aim of the superpixel based inpainting is to guar-
antee the structure propagation and reduce the 
computation time. The overview of our proposed super-
pixel constraints for structure propagation is shown in Fig. 
3. The block diagram in figure 3 explains the Exem-
plar-based inpainting method and the introduction of 
superpixel constraints. The boundary of the mask region 
is extracted and the superpixels that are in contact with the 

mask boundary are gathered and these are the only tex-
tures that are going to be referred for inpainting. Fig. 4c  
shows the superpixels that are in contact with the mask 
boundary for the test image in Fig. 4a. The textures for the 
contact superpixels are shown in Fig. 4d. The superpixel 
that is in contact with the highest priority boundary point 
is propagated inside the mask region based on their cat-
egory. Categorizing the superpixel is explained briefly in 
the subsection. If the superpixel is found to be of type 
primary, the edges are smoothly joined by spline curves. 
Also the spline curves are used for smoothing the super-
pixel boundary in order to calculate the exact orientation 
of the edges. If the superpixel is found to be of type sec-
ondary, the edges are extrapolated along its direction 
with respect to the weight function which determines the 
distance of the structure propagation from the real tex-
ture. Also the weight function handles the intersection of 
two or more structures inside the mask region, in some 
cases. Once the stucture skeleton is formed, then the 
skeletons are filled with the texture flesh. These skeletons 
get the texture from the corresponding superpixel by 
texture synthesis [4, 5]. The tedious patch search is 
improved by means of search by hashing. Including the 
superpixel constraints reduces the number of iterations 
and speed up the inpainting process.  

Exemplar-based method fills a single patch in each 
iteration, whereas the superpixel based boundary exten-
sion fills the wide region that is monitored by the 
superpixel. The process is repeated till the entire mask 
gets inpainted. 

Figure 3. Including superpixel constraints for improv-
ing the Exemplar-based inpainting technique 

3.1. Superpixels 
Superpixels correspond to small, nearly-uniform seg-

mented regions in the image. The idea of superpixels is 
originally developed by X. Ren and J. Malik [6], they 
mention that the superpixels are local, coherent and pre-
serve most of the structure necessary for segmentation at 
the scale of interest. The concept of superpixels are of 
interest to many image processing and computer vision 
researchers. The inspiration of using the superpixels in 

Priority mapping

Patch search over the 
entire image
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Input image with inpaint mask

Collect nearest 
superpixels

Repeat, till the  entire 
mask gets inpainted

Mask boundary extraction

Search by hashing
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superpixel
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priority boundary point
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single patch

Superpixel boundary extension 

Structure propagation

Each iteration fills the area 
monitored by the single superpixel

Exemplar-based inpainting
Including superpixel constraints for 
improving the Exemplar-based inpainting
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the modeling is obtained from Derek Hoiem et al. [7] 
from their work Automatic photo pop-up where they use 
the superpixels for categorizing the horizontal and ver-
tical planes in the given image. The efficient graph based 
segmentation [8] is used for segmenting the image regions 
into superpixels. This graph based method segments the 
region based on the intensity, color, motion, location and 
other local attributes instead of the fixed threshold me-
thods in traditional segmentation algorithms. Fig. 4b 
shows the superpixels for the test image shown in Fig. 4a.  

 

Figure 4. Superpixels for inpainting a. Image with in-
paint mask b. Superpixels for image in 4a c. Superpixels 
that are in contact with the mask boundary d. corres-
ponding textures for 4c 

3.2. Categorizing the superpixels 
The boundary of the superpixel edges that are in con-

tact with the inpaint mask is denoted by the term edge 
couple. The nature of the edge couple is the key measure 
in structure propagation. There are three types of edge 
couples observed in the experiment. If the superpixel 
boundary encloses the inpainting mask, they are called 
the primary superpixels. If the superpixel edges just 
touch the mask, there is a possibility for the superpixel to 
get continued inside the mask region. They are called the 
secondary superpixels. And there are discarded super-
pixels which are very small, do not hold any meaningful 
textures are merged with the neighboring superpixels. 

4. Exemplar-based Inpainting 

The Exemplar-based inpainting proposed by Criminisi 
et.al [3], is tested for filling the textures in the untextured 
regions. The exemplar-based method fills the invisible 
region with the texture patches from the neighboring 
region in such a way that the structure of the texture is 
maintained. The exemplar-based algorithm sets the 
priority for the pixels in the mask boundary since the 
filling order is important in propagating the structure 
inside the mask region. The highest priority is given to the 
pixel which is surrounded by most of the data pixels and is 
in continuation of the strong edges. The suitable texture 
patch is selected by calculating the sum of the squared 
differences (SSD) of the pixel values between the texture 
patches. Fig. 6b shows the 3D model which consists of a 
floor, walls and other objects (table and a chair) created by 
the modeler from the input image which is shown in Fig. 

6a. The created 3D model contains the invisible region 
due to the objects in the room.  The inpainting mask is 
automatically generated by the modeler by casting the 
projection shadows of the objects that causes the occlu-
sion. The inpainting mask for one of the plane is shown 
in Fig. 5a and the application of the Exemplar-based 
method is shown in detail in Fig. 5b. The inpainting han-
dles the patch size of 40x40 with 82 iteration steps to fill 
the inpainting mask present in the image. The inpainted 
result is shown in Fig. 5c.  

We are keen in maintaining the structures in and out of 
the mask region since structures make an impact in every 
plane of the indoor environment. The Exemplar-based 
method follows the greedy way of sampling for filling 
the textures. The structures are not treated globally.  
Treating the structures in the global aspect and fixing the 
structure skeleton before filling the textures leads to the 
guaranteed structure propagation. There are quite a good 
number of research studies in the area of structure prop-
agation in inpainting. Jason C. Hung et al. [9] extend the 
Exemplar-based inpainting by incorporating Bezier 
curves to construct missing edge information. Jian Sun et 
al. [10] referred the user drawn lines for the possible 
structure propagation. Andrei Rares et al. [11] proposed 
an inpainting algorithm that relies on explicit edge in-
formation. The edge information is used for the 
reconstruction of the structure in the missing areas, as 
well as for guiding the pixel interpolation.  Nikos Ko-
modakis et al. [12] proposed an alternate image 
completion method for the Exemplar based method with 
the Markov Random Field (MRF). There are good refer-
ences on tensor voting [13] for the robust image synthesis. 
Treating the image in the global aspect recommends the 
good structure propagation [14]. 

5. Experiments 

Fig. 5 compares the inpainting process flow between 
the Exemplar-based method and the superpixel based 
inpainting. The Exemplar-based inpainting follows the 
tedious patch search procedure. For example, the exam-
ple image shown in Fig. 5a contains 358776 number of 
texture patches of size 40x40. For every iteration, the 
successful patch is chosen from checking the SSD of all 
the 358776 texture patches from the image. This con-
sumes a lot of computation time. 

The patch size determines the quality of the inpainted 
result and it depends on the texture and structure nature 
of the particular image. The user has to adjust the patch 
size to be slightly larger than the largest distinguishable 
texture element, or “texel”, in the source region. When 
the patch size is not adjusted properly, it leads to the vis 
ible patch boundary which altogether makes the in-
painted region odd from the rest of the image. 

To overcome these drawbacks, the superpixel con-
straints are included in the Exemplar-based inpainting 
technique. Fig. 5e shows the priority superpixel which is 
of type secondary got propagated inside the mask region 
and the result after iteration 1 is shown in Fig. 5f. The 
boundary extrapolation is guided by the orientation of 
the edge couples and also by the weight function. The 
entire image is inpainted in just 10 iterations.  

Inpainting mask
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Figure 5. Comparison between the Exemplar-based inpainting (top row) and the superpixel based inpainting (bottom 
row) a. Plane in the indoor model (inpaint mask shown in green) b. Iteration steps in Exemplar-based inpainting c. Result 
of Exemplar-based inpainting (in 82 iterations) d. Superpixels e. Priority superpixel for first iteration and the boundary 
extension f. After first iteration g. After second iteration h. Result of Superpixel based inpainting (in ten iterations) 

 

6. Conclusion and Future works 

Figure 6. a. Input Image  b. 3D Indoor model c. In-
painted 3D model 

  
To include the probabilistic, stochastic and statistical 

elements for evaluating the efficiency of the superpixel 
based structure propagation. The length, width and the 
texture of each structure are the good evidences for im-
proving the structure propagation. Also including the 
user interaction to handle the inpainting data will im-
prove the quality of the inpainted images. Testing the 
structure propagation in a variety of images would help 
to improve the performance of the proposed work. 
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