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Abstract

This paper proposes an object category recogni-
tion method based on a bag-of-features algorithm that
uses co-occurrence expressions of foreground and back-
ground information. Since bag-of-features algorithms
use histograms to express features, they ignore object
position information. They are considered more pre-
cise since they only code feature values in foreground
regions comprised of the target categories. We inves-
tigated a method that first uses image segmentation to
extract foreground regions, then codes only the feature
values for those regions. We compared this method’s
recognition rate to the recognition rate of the standard
bag-of-features algorithm. Qur experimental findings
demonstrated that coding feature values from both fore-
ground and background regions resulted in more precise
recognition than coding feature values from foreground
regions only. Based on these findings, we have pro-
posed a bag-of-features algorithm that focuses on the
co-occurrence of local features in the foreground and
background, and uses 2+1D wvector quantization his-
tograms. Qur evaluation testing showed that the pro-
posed algorithm had a recognition rate about 3.8% bet-
ter than the standard bag-of-features algorithm.

1 Introduction

Object category recognition contained in uncon-
strained real-world images by their ordinary names is
called general object recognition[1]. For the problem
of object category recognition, which determines the
categories to which the objects in an image belong,
the bag-of-features model[2] has been proposed and
has been much researched in recent years. The bag-
of-features model regards an image as a local feature
set and uses local feature histograms to categorize the
image features. Csurka et al,[2] proposed using feature
points that are invariant under affine transform(3] for
the local features used in the bag-of-features and using
SVM for the classifier. Fei-Fei et al,[4] proposed SIFT
feature[5] descriptions of grid points as the local fea-
tures and the LDA (Latent Dirichlet Allocation) gen-
erative model as the classifier, reporting a recognition
rate of 64% for 13 categories of natural scenery images.

In the bag-of-features approach, image features are
described as local feature histograms, so position in-
formation on the local features is not used. In re-
cent years, there have been attempts to raise recog-
nition accuracy by using local feature position infor-
mation in the bag-of-feature approach, and methods
have been proposed for describing spatial relations in

87

Hironobu Fujiyoshi
Dept. of Computer Science
Chubu University
Aichi, Japan
hf@cs.chubu.ac.jp

images|[6] and describing features in image foreground
regions[7][8][9]. As a method of describing the spa-
tial position information of local features, Lazebnik et
al, proposed Spatial Pyramid Matching[6] using multi-
resolution histograms for representation. Spatial Pyra-
mid Matching divides an image into a grid so that the
position relations of the resulting small region units
can be described. As a method that uses the local fea-
tures of foreground regions, Marcin et al,[7] proposed
a method in which the background information is sup-
pressed by using a masked image in the training data to
obtain a weight distribution from the relations of fea-
tures to match the foreground regions of the input im-
age; that weight distribution is then used to construct
a vector quantization histogram. Suzuki et al,[8] used
SVM to distinguish extracted features as foreground
or background, and increased recognition accuracy by
describing only the foreground feature. Bosch et al,[9]
proposed a method in which regions of interest (ROI)
are determined on the basis of feature similarity to the
training image, and then shape and appearance fea-
tures from those regions are learned by Multiple Kernel
Learning. These methods of describing features from
foreground regions are based on the assumption that
background information is noise; they seek to improve
the recognition rate by excluding the background and
describing only foreground features. Nevertheless, a
method in which recognition accuracy was improved
by using the relations between objects as context[10]
and the feasibility of recognition by using information
from the background alone[11] have been reported. In
this case, objects that are not in the target category are
taken to belong to the background. Thus, we can say
that, for image classification, it is not clear what kinds
of features bag-of-features captures and what features
work well.

Therefore, we first investigate what features are ef-
fective in category recognition by taking the target
category region to be foreground and objects not in
the target category to be background, and analyze the
foreground and background region features of the bag-
of-features. We compare the recognition rates of a
method in which the foreground region is known in ad-
vance and features are extracted from the entire image,
a method in which features are extracted only from the
foreground region, and a method in which features are
extracted respectively from the foreground region and
background region. We use AdaBoost as the classi-
fier and investigate what kinds of features are selected
by the weak classifier and describe the effectiveness of
foreground information and background information.
Next, we use the results of the investigation to cre-



ate a bag-of-features using the co-occurrence local fea-
tures in the foreground and background, propose 2+1D
vector quantization histograms for the foreground and
background. We also demonstrate the effectiveness of
this approach.

2 Bag-of-features and image local features

In this section, we describe application of bag-of-
features to object category recognition. The bag-
of-features method applies the concept of bag-of-
words[12] that is used for document classification to
images. The bag-of-words approach takes as features
the set of words in a sample of text and their frequency
of occurrence, disregarding word order; similarly, bag-
of-features performs image recognition on the basis of
a set of local image features, disregarding feature po-
sition information. In the bag-of-features approach,
local features are first extracted from the image and
then vector quantization.The vector quantization re-
sults are used to prepare in advance a code book called
a visual word dictionary. The vector quantized features
are used to create vector quantization histograms. The
vector quantization histograms are then input to the
classifier as image features to compute the object cat-
egories.

In this paper, SIFT features[5] are used as local fea-
tures. SIFT features are used to discover points of cor-
respondence between images; they take the extreme
values of the DoG as keypoints. For image classifi-
cation, however, increased precision by using points
sampled on a grid as keypoints has been reported[4].
Therefore, in this method, the keypoints are taken to
be points on a 10-pixel grid, and SIFT features are ex-
tracted from scales of 10, 20, 30, 40, and 50 relative
to those points. SIFT features can be used for local
region description that is robust to rotation and lumi-
nance, and so serve as effective local features for the
bag-of-features method.

The classifier used for the bag-of-features is an or-
dinary multi-class SVM. For the classifier in the work
reported in this paper, we used AdaBoost[13], which
allows easy analysis of the features used for discrimi-
nation. The AdaBoost classifier distinguishes only two
classes, which are whether or not the category is the
target category. In multi-class discrimination with Ad-
aBoost, a classifier is constructed for each category,
and the category is decided from the maximum value
of the normalized responses of the respective classifiers
as One-Versus-Rest.

3 Investigation of effective features for bag-
of-features

In this section, we investigate the recognition rate for
the method in which only foreground region features
are described in the bag-of-features and the method
in which the feature description includes background
information. We also analyze the weak classifiers se-
lected by AdaBoost and investigate what features are
effective in recognition from the results of feature vi-
sualization.

3.1 Overview
To confirm how the foreground and background can
be captured in bag-of-features, we compared the dif-
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ferent feature extraction methods described below.

e Entire Image Extract local features from the
entire image and create vector quantization his-
tograms,

e Foreground only Construct vector quantiza-
tion histograms using only local features that were
extracted from the foreground only and whose po-
sitions are within the foreground region.

e Foreground and background Separate the
foreground region and background region accord-
ing to the positions of local features and create
vector quantization histograms for those regions.

For the SIFT features, we describe the features by
these methods and use AdaBoost to construct One-
Versus-Rest multi-class classifiers.

For the evaluation, we used the Caltech256 database
for image classification[14]. Caltech256 includes no
segmentation data, so segmentation regions were pre-
pared manually for each image. Because it was difficult
to prepare complete segmentation data, we used nine
categories for the evaluation experiments. The cate-
gories, which are butterfly, elephant, hawksbill, heli-
copter, motorbikes, airplanes, car-side, faces-easy, and
toad images from Caltech256. Many of the images con-
tained foreground and background. For the evaluation
value, we used the f-measure. Thirty images were se-
lected from each category randomly to serve as train-
ing images; the remainder were used for evaluation.
Evaluation was based on the mean f-measure for three
trials. We chose 100 as the size of the visual word dic-
tionary used in vector quantization from the results of
preliminary experiments.

This paper investigates the following points.

e Effective features obtained from recogni-
tion rates We compare the recognition rates
of the different feature extraction methods to test
the effectiveness of using background information.

e Effectiveness of background information
We investigate the visual words of the vector
quantization histograms obtained from the train-
ing data to determine how foreground and back-
ground are processed in bag-of-features.

3.2 Effective features obtained from recognition
rates

The recognition rates for methods that describe fea-

tures from the entire image, from the foreground only,

and from the foreground and background are presented

in Table 1. We can see from those results that describ-
Table 1. Recognition rate.

Entire | Foreground | Foreground and
Image only background
0.64 0.71 0.77

ing features from the foreground only produces a recog-
nition rate that is 7% higher than describing features
from the entire image. Next, comparing foreground-
only feature description with description of features
from both foreground and background, we see that the
latter method results in 5.6% higher recognition ac-
curacy. The difference between the methods of fea-
ture extraction from foreground only and feature ex-
traction from both foreground and background is only
whether or not there are background features. There-
fore, adding background information improves recogni-
tion accuracy and features that are effective for recog-
nition are also present in the background.



4 Object category recognition by feature co-
occurrence in foreground and background

Object category recognition by bag-of-features uses
background information as well as foreground infor-
mation, and we know that the method of describ-
ing features in those respective regions is effective.
We therefore propose a method that increases image
classification precision by using foreground and back-
ground co-occurrence. It is already known that recog-
nition accuracy is improved by describing visual word
co-occurrence|[15]. The proposed method is intended
to raise recognition accuracy by describing the co-
occurrence of visual words in the foreground and back-
ground. The processing flow of the proposed method
is illustrated in Fig. 1. In the training, a keypoint clas-
sifier and a category classifier are constructed. Fore-
ground and background keypoints from masked images
are used as training data to construct the keypoint
classifier. The category classifier is constructed using
2D and 1D vector quantization histograms from fore-
ground and background keypoints as features. For un-
known input images, foreground and background are
distinguished by using a pre-constructed keypoint clas-
sifier for keypoints on a grid. Then, the keypoints
of the distinguished foreground and background are
looked up in the visual word dictionaries of the fore-
ground and background and 2D and 1D vector quanti-
zation histograms are constructed. The vector quanti-
zation histograms are used by the pre-constructed cat-
egory classifier to distinguish the image categories.
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Figure 1. Overview of proposed method.

4.1 Construction of the keypoint classifier

In the training data, keypoints are separated into
foreground and background by masked images. For
the unknown input images, however, masked images
cannot be used, so a way to distinguish keypoints in
the foreground and background is required. We there-
fore used the local feature discrimination proposed by
Suzuk et al,[8] to construct the keypoint classifier.
Manually masked images were used for the training
data in constructing the keypoint classifier. The local
features of the foreground keypoints and background
keypoints obtained from the masked images were used
to construct the keypoint classifier by SVM. We used
the LIBSVM SVM library!. The keypoint classifier
built using this SVM discriminates foreground and
background keypoints in the input images. Experi-
ments using the 2,411 images used for evaluation pro-
duced a recognition rate of 77.9%.

Thttp:/ /www.csie.ntu.edu.tw/&jlin/libsvm/

89

4.2 Creating a 2+1D vector quantization his-
togram

The local features separated into foreground and
background by the keypoint classifier were used to
create the 2D and 1D vector quantization histograms
as shown in Fig. 2. First, the discriminated fore-
ground and background keypoints are vector quantized
by look-up in the respective visual word dictionaries.
Then, a correspondence is made with background key-
points that are present in regions whose scale is an
n-multiple of the scale of the keypoints, and 2D vec-
tor quantization histograms are created by voting on
visual words separated in a 2D space. When doing so,
the local features that were not used in the 2D vector
quantization histogram voting are used to create 1D
vector quantization histograms for the foreground and
background. In the training, keypoints distinguished
using masked images were used, but for the unknown
input images, the keypoint classifier is used to create
the 2D vector quantization histogram.

© :Foreground keypoint e :Background keypoint
Scale  : Correspondence range

Figure 2. 241D vector quantization histogram.

5 Evaluation Experiments

We conducted evaluation experiments to test the
effectiveness of the proposed method by comparing
the proposed method of bag-of-features using 2+1D
vector quantization histograms with previous method
1, which is the conventional bag-of-features approach,
and previous method 2, which is bag-of-features with
feature extraction from foreground and background re-
gions. The evaluation experiments used the same data
sets and evaluation methods as described in section
3.1. For the training data, foreground and background
were masked; for the evaluation data, keypoints were
used to discriminate foreground and background. The
visual word dictionaries were the same for all methods.
For comparison with the previous methods, the results
for a scale factor of four was used.

5.1 Experimental results
5.1.1 Comparison with previous methods

The recognition rates for the various methods (Fig.
3(a)) show that the recognition rate for previous
method 2, which involves foreground and background
feature extraction, was 12.6% lower than previous
method 1, the ordinary bag-of-features method. When
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Figure 3. Recognition rate.

the foreground and background are already known, ex-
traction of features from the respective foreground and
background regions increased the recognition rate, but
inclusion of errors in recognition by the keypoint clas-
sifier is considered to result in the overall lower recog-
nition rate. However, the proposed method achieved a
3.8% higher recognition rate than previous method 1.



5.1.2 Range for representing co-occurrence

In the proposed method, the range of correspon-
dence of foreground and background keypoints is de-
termined on the basis of the scale of the foreground
keypoints. We therefore investigated the image classi-
fication accuracy for correspondence ranges of 2, 4, 6,
8, and 10 times the scale of the foreground keypoints.
The recognition rates and ratios of local features used
in the 1D histogram for various correspondence ranges
are presented in Fig. 3(b). We can see from the figure
that larger correspondence ranges mean lower ratios
of local features used in the 1D histogram. Also, the
keypoint scale of a factor of four produces the highest
recognition rate. That increasing the correspondence
scale range reduces the recognition rate means that
spatial constraints are effective in representing the co-
occurrence of local features. Furthermore, because of
the drop in recognition rate that comes with reducing
the local features used for the 1D histogram, features
that cannot be represented by the 2D histogram are
considered to be supplemented by the 1D histogram.

5.2 Effects of the 2D histogram

To investigate the effect of feature representation by
the proposed method, consider the 1D histograms for
foreground and background of previous method 2 for
butterfly, elephant, and toad and the 2D histogram of
the proposed method shown in Fig. 4. From the 1D
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Figure 4. Example of vector quantization his-

togram.
histogram, we see that the toad and the elephant both
have a high frequency of the same foreground visual
word, and that the toad and the butterfly both have
a high frequency of the same background visual word.
Thus, visual words that are toad features, are not very
effective in separating the toad from the butterfly and
elephant. However, by representing the foreground and
background with the 2D histogram, features that can
distinguish toads from elephants and butterflies can be
represented by visual words of high frequency only in
both the foreground and background.
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6 Conclusion

We investigated effective features for the bag-of-
features model and proposed a bag-of-features method
that uses 241D vector quantization histograms for rep-
resenting the co-occurrence of local features in the fore-
ground and background. First, we analyzed the fore-
ground and background region features to investigate
what features are effective for category recognition in
bag-of-features. We used the results to improve recog-
nition accuracy by description that separates the fore-
ground and background.
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On the basis of the results, we proposed a bag-of-
features method that represents the co-occurrence of
local features in the foreground and background with
241D vector quantization histograms. Experiments
showed that the proposed method increased recogni-
tion accuracy by 3.8% relative to previous methods.
Experiments in which the range of co-occurrence rep-
resentation was varied showed that spatial constraints
are effective for co-occurrence representation.

In future work, we will aim for higher precision
through co-occurrence representation that takes spa-
tial position relations into account.
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