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Abstract

In this paper, we propose a method to detect a wet
area on the road from a single camera. We create a
virtul reflection image from the input image and the
3D shape information. We do not propose about the
3D reconstruction method. To classify the areas, we
compute the time space image on each area and clas-
sify them based on the mahalanobis distance from the
training data.

1 Introduction

Recently, there are many researchers who work in
the area of Intelligent Transport System (ITS). Spe-
cially, there is a great interest in the assist system for
a safety drive which is mounted on the vehicle. The
ITS can be divided in to 2 categories, whether the sys-
tem it self is mounted on the vehicle[6], or not[2, 3].
The system mounted on the vehicle will process the
information collected from the outside of the vehicle,
and estimate or detect useful information for the safety
drive.

In this paper, we propose a method which classifies
the area on the road to dry, wet or indeterminable area.
Proposed method uses the information obtained from
a single camera, fixed on the vehicle. Wet detection is
based on the statistics of the reflection intensity.

A wet road is dangerous compared to a dry road
since the surface of the road is slippery. In previous
works, many researchers used a polarization camera
[2] or a camera fixed above the road[2, 3]. Compared
to them, the proposed method uses a normal camera
fixed on the vehicle. This is a big difference against
the previous methods. The polarization lens is unnec-
essary, and camera can move as long as it is fixed on a
vehicle. The road map of the wet area will be created
after the vehicle run on the road.

In a near research field, polarization lens is used in
the reflection analysis. Miyazaki et al. proposed a re-
flection analysis method to estimate the surface shape
of the transparent objeects[4]. Yanghai et al. pro-
posed a reflection separation method based on multi-
layer method[5]. The defference between the proposed
method is that they separate the reflection. On the
other hand, the proposed method compute the inci-
dent light from a single image.

Our method is composed by 3steps. First, the com-
pute a spatial temporal image by registrating the top-

view images. Next, the method computes the incident
light corresponds to each area. Finaly, the area is clas-
sified to 3 types:wet, dry or indeterminable. The origi-
nality of the proposed method is the estimation of the
incident light by using the environmental shape infor-
mation. The incident and reflection is obtained by sin-
gle camera.

The rest of this paper is organized as follows. Sec-
tion 2 explains the wet road surface reflection attri-
bution and the incident lights. Section 3 explains the
method in each step, and Sec. 4 demonstrates the effi-
ciency of the proposed method.

2 Theory

In this section, the reflection attribute and the com-
putation of the incident light is described.

2.1 Specular reflection

When we compare between a dry asfart road and a
wet surface, the largest difference is the reflection. The
dry road looks grey, and the color is uniform along the
road. The color is uniform since the surface has strong
random reflection attribute. Thus, the reflection on the
dry road is independent from the angle.

On the other hand, wet road surface shows different
reflection attribute compared to the dry one. A damp
road surface looks darker than the dry surface. This
reflection light is trapped inside the moisture on the
surface. If the road is wet enough, that it’s covered by
water, then the surface makes specular reflections.

Since the vehicle runs on the road, we can collect
the reflection strength from different angle in the time
domain. If the reflection strength changes due to the
angular change, the surface has specular reflection. On
the other hand, if it doesn’t change, it can have 2 possi-
bilities. first is that it has no specular attribute. second
is the incident light did not change.

2.2 Incident light

The classification between the dry area and the area
which doesn’t have enought change in the incident light
requires the observation of the incident light.

If the camera is heading along the direction of the
vehicle, both road and the environment must be cap-
tured in 1 image. If the distance between the camera
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Figure 1: Draft image of the specular reflection and
the random reflection

Figure 2: Spatial temporal image

and the environment objects are known, The position
where the incident lights come from can be computed.

In sec. 3.2, we explain about the incident light com-
putation. In this paper, instead of estimating the en-
vironmental shape, we assume that shape can be mod-
eled by 3 planes.

3 Method

Proposed method is composed by 3 steps. First step
tracks the points on the road to create a spatial tempo-
ral image. The second step is the computation of the
feature from the spatial temporal image. The third
step is the classification using 3 features.

3.1 Tracking

A video sequence can be expressed as a 3 dimen-
sional set of pixel expressed by x, y and t. In this
paper, x and y express the 2 axes of the image and t
expresses the time domain, respectively. On the other
hand, the spatial temporal image is expressed by x and
t as shown in Fig. 2. Each column express the same
place.

3.2 Observation of the incident lights

In this method, we need to compare the incident
light and the reflection light among several frames. In
this paper, we do not estimate the 3D environmental
shape.We assume that the 3D shape are given.

In this section, we explain how to observe the in-
cident light from a single camera with the shape in-
formation. For example we explain a situation which
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Figure 3: Input image and the incident light

can be expressed with 3 planes. First, each plane is
projected in the input image by the known camera pa-
rameters(Fig. 3(b)). Each model’s corresponding area
in the image is preserved as a texture. Next, each plane
is flipped against the ground and again projected to the
image as shown in Fig. 3 (c). On the image, texture
mapping is done to the flipped moedl’s corresponding
area by the preserved texture. Then the image appears
that the entire ground is made by a specular reflection
material. We call this image “Virtual Reflection Im-
age”.

In Sec. 3.1, we tracked the pixel of the input image
and made the spatial temporal image of the reflection
light. By tracking the pixel of the virtual reflection
image, we can have the spatial temporal image of the
incident light.

To assume the environmental shape as a plane, dis-
tance between the camera and the environment object
is required to be long enough.

3.3 Computation of the Features

After the tracking, spatial temporal image of both
reflection and the incident light are obtained. In these
images, each column expresses the 1D temporal signal
of the reflection on the same position and the corre-
sponding incident light. For each signal, 3 types of
feature value are computed. The norm of the reflec-
tion light, norm of the incident light and the innner
product of the incident light and the reflection light.

The inner product stands for the similarity measure
of the incident light and the reflection light. The re-
flection light is any time equal to the incident light if
the specular reflection has occured. The calculation of
the inner prodcut is done after the subtraction of the
average among the time domain.

The norm of the incident light and the reflection
light stands for the reliability of the similarity. If the
incident light and the reflection light do not change
among the time domain, the inner prodcut value be-
come high independently from the surface situation.
To avoid the miss detection of such situation, we cal-
culate the norm of the incident and the reflection light.

468



Figure 4: Experiment configuration

3.4 Classification of the area

After sec.3.3, 3 features are calculated from every
column in the time space image. Again, a single col-
umn in time space image corresponds to a unique po-
sition in the real world. To classify each column to wet
or dry, we use a nearest neighbour algorithm with a
training data. We prepare some training data for the
classification previously. From the training data, we
calcualte the covariance matrix and the average vec-
tor. The mahalanobis distance between each feature
and the tringing data are calculated and each result
belongs to the nearest class, wet or dry.

4 Experiments

Experiments have been done with both wet road
and the dry road to demonstrate the efficiency of our
method.

4.1 Experiment on the desk

The experiment has been done at indoor situation
to check the reliability of the proposed method. As
shown in Fig.4, the water is placed on a balck sponge
cloth. The black sponge stands for the dry road and
makes a random reflection. To make a reflection on the
wet surface, a wall with letters was place next to the
road.

The training data was made from the input images.
The Fig.6 shows result and time space images maked

in this experiment. Figure 6 (a) shows the top view
image used for the experiment, (b) shows the manually
made correct wet area, (c) and (d) show the time space
image of the reflection light and the incident light and
(e) and (f) show the detected wet area and dry area.

The precision rate was 81.1% and the recall rate was
34.1%. The main reason for the miss detection is some
region did not have the change of the reflection. The
black area in the Fig.6(e) corresponds to the wrong
detection. That area didn’t have the change of the
intensity. Thus, the classification went wrong.

4.2 Experiments at outside

Another experiment has been done at outdoor situ-
ation. The input images are shown in Fig.7. A puddle

was prepared on the planar. The geometric relation-
ship was measured previously to create an virtual re-
flection images. The training data was taken from the
input images.

The Fig.6 shows result and time space images maked
in this experiment. Figure 6 (a) shows the top view
image used for the experiment, (b) shows the manually
made correct wet area, (c) and (d) show the time space
image of the reflection light and the incident light and
(e) and (f) show the detected wet area and dry area.

The detection rate was 44.3% and the recall rate
was 95.0%. The recall rate was high. This means
that if the incident light changes, we can detect the
wet area. The low detection rate is due to the mis-
alignment of the pixels in the time space image. This
causes the change of the intensity though the actual in-
tensity never changed and conclude in the wrong clas-
sification. The method depends on the accurate regis-
tration of the top-view images.

5 Conclusion

In this paper, we propose a method which detects
the wet area on the road surface based on the analysis
of the time space image.

The reconstruction of the input images are not ex-
plained in this paper. The classification was done by
the mahalanobis distance with some training datas.

The detection rate of the wet area at outdoor was
44.3% and the recall rate was 95.0%. All computation
was done by a single camera.
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Figure 5: Input images of the experiment

(a) Top-view image (b) Correct wet area

(c) Time space image of
reflect light

(d) Time space image of
incident light

(e) Deteceted dry area (f) Deteceted wet area

Figure 6: Result of the experiment on the desk

Figure 7: Input images of the experiment at outdoor

(a) Top-view image (b) Correct wet area

(c) Time space image of
reflect light

(d) Time space image of
incident light

(e) Deteceted dry area (f) Deteceted wet area

Figure 8: Result of the experiment at outdoor
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