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Abstract

It is difficult to represent video scenes using key-
words. Therefore, in video retrieval, it is not easy to
design keyword queries that enable a viewer to repre-
sent and find the desired scenes. In this paper, we
proposed a video retrieval system that uses handwrit-
ing sketches as queries. The user queries the system
by drawing a handwriting sketch that includes object
shape and motion. The proposed system matches the
query and target video by using a histogram of the rela-
tive positions of shape edges and the trajectory of mov-
ing objects. Experimental results showed that simple
videos can be fined by this proposed system.

1 Introduction

the popularity of making videos has increased, be-
cause of the proliferation of digital cameras and cell
phones with a video cameras. On the web, there
are many new sites for sharing these personal videos.
There are many videos with varied content. However
it is not easy to search for and retrieve specific de-
sired scenes among this rapidly growing accumulation
of videos. Text search is the general technique used by
most search services, but it is difficult to find a scene
based on keywords. It is possible to use the names of
objects in a video as keywords, but it is not possible
to represent the content of a video by using only these
keywords. Therefore, a search technique of using visual
features of a video (not keywords) and a system that
can use these features as a query are necessary.

There has been much research on content-based im-
age retrieval [1, 2]. However, there has been little re-
search on video retrieval. Video can be thought of as
an application of image retrieval. Therefore, although,
some features of image retrieval can be used video re-
trieval, video retrieval is more difficult about represent-
ing queries.

In this paper, we proposed a video retrieval system
that uses handwriting sketches for a queries. Drawing
a picture makes it possible to create a more precise
query than using keywords, when the user imagines and
draws a scene he wants. The user can include visual
features of the desired video by using a handwriting
sketch as a query.

2 Related Work

Some researches has proposed ideas using visual fea-
tures [3, 4]. Mikami [3] focused on appearance-based
scene retrieval. In this study, a user indicated a camera

motion in a prepared 3D environment model to create
a query of line history image (LHI) as a feature. This
system only works in video of a determinate environ-
ment such as a soccer field, because a 3D model of
environment must be prepared. Therefore it is difficult
to search within varied personal videos.

Fujisaki [4] focused on the user interface and pro-
posed a video retrieval system using motion and color
histograms as features. In this study, features of a
query of a video scene were selected from features
shown in the system. A user creates a query by se-
lecting features iteratively. However, with this type of
indirect operation, it is not easy for a user to create
the query he wants.

3 Proposed Approach

3.1 System Overview

Our proposed system uses information about the
shape and trajectory of a moving object in a video
to search for a desired video. Figure 1 is an overview.
First, the system extracts two features from each video
and registers them in a feature database. Then, a re-
gion around a moving object is estimated and the fea-
ture extraction process is applied to this region. The
user inputs a handwriting sketch as a query. In this
sketch, a shape is represented by a line drawing and
its trajectory is represented by an arrow. Finally, the
system compares features of the sketched query with
videos registered in the database and displays the re-
sults of based on comparisons of degrees of similarity.
In the following subsections, we describe the details.

3.2 Region Estimation of Moving Object

A moving object’s region is estimated by using mov-
ing vectors. Moving vectors in each frame image are
calculated by Block Matching. Moving vectors in the
region of a moving object are different from vectors in
a background region. In fact, if the vectors in either
region can be estimated, each region can be divided.
Thus, we estimate the vectors of the background re-
gion.

Cammera movement determines these background
vectors, so we use a robust estimate (the least me-
dian of squares method) to estimate camera movement
vectors block matching vectors. We suppose camera
movement can be approximated by affine transform,
and calculate the transformation parameter a (1). Pa-
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Figure 1: Overview

rameter estimation needs three vectors.

u = a0x+ a1y + a2

v = a3x+ a4y + a5
(1)

After some repetition of estimates from three random
vectors, the parameter that best minimize the equa-
tion(3) is selected to represent camera movement.

ri,j = |qi,j − f(a, pi,j)| (2)

med = median{r2
i,j} (3)

where pi,j is the start coordinate of the block matching
vector, qi,j is the end coordinate and f(a, pi,j) is the
end coordinate of camera movement vector calculated
from parameter a.

Next, the region of a moving object is divided by
using the following three conditions [5].

• In a series of two-frame images, the differences in
brightness exceed the threshold in a block region
of same location on two frames.

• The directions and lengths of vectors calculated
by block matching are different from those of the
vectors calculated by affine transformation param-
eter.

• There are vectors calculated by block matching
that have the same direction around.

After these, isolated blocks are deleted. Figure2 shows
the results of this process.

3.3 Extract Two Features.

Two identifiable video features are shape and tra-
jectory of a moving object in the video. Each feature

Figure 2: Region of Moving Object

is extracted from the region of a moving object. In this
subsection, we describe each of the two features.

First, we will describe the shape feature. To define
the shape feature, we use the shape of edges feature[6].
The relative position of the edge pixels can be repre-
sented on a 256-dimensional histogram. This feature
is shift- and scale-invariant. The same shape feature is
extracted from all frame images. The shape feature of
a video is a set of all of the frames in the video. Now,
a shape feature of frame i is defined as Fmi and the
video feature is defined as Fm. The shape feature of a
video can be expressed as (4).

Fm = {Fm1, Fm2, ..., Fmi} (4)

where i is the number of frames.

Second, we will describe the trajectory feature. We
suppose the region of a moving object has coordinated
moving vectors. So, in each frame, the average of vec-
tors in the region of the moving object is calculated as a
single vector. However, since camera movement affects
these, difference vectors are calculated from getting the
difference between camera movement vectors and mov-
ing object vectors. These vectors are used to calculate
average vectors. These average vectors of each frame
are consolidated and represented as a time-series vec-
tor, which represents the trajectory feature. Figure 3
shows a frame format of this process. Now, a aver-
age vector of frame i is defined as V mi and the video
feature is defined as V m. The trajectory feature of a
video can be expressed as (5).

V m = {V m1, V m2, ..., V mi} (5)

where i is the number of frames.

Finally, Fm and V m are saved in the database as a
video feature.

3.4 Matching Process

In this subsection, we describe the process of match-
ing features of input sketches to feature of videos.
When a sketch query is input as in Figure 4, the system
separates the sketch into a line image and an arrow, and
compares each feature of the query with the feature of
a video.

First, we explain the matching of the line image part
of the sketch. The shape of the edges feature Fq is
also calculated from the line image. Fq is compared
with a video feature Fm in the database by calculating
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Figure 3: Process of Extract Time-Series Vector

Figure 4: Example of a query

the Euclidean distance. If there are k 256-dimensional
features per video, then distance DF is the shortest
one.

DF = min
k=1,2,...,K

{√√√√ 255∑
j=0

(Fqj − Fmkj)2
}

(6)

Next, we describe the matching of the arrow on the
sketch. The arrow drawn by the user is divided into
several vectors at constant length such as Figure 5. In
the same way as the trajectory feature, the divided
vectors are considered as a time-series vector, so the
time-series vector of the arrow is defined as V q. The
distance DV is calculated by using DP matching be-
tween V q and V m. In this case, two vectors are com-
pared by the angle of the vectors such as in expression
(7). A correspondence relation of the two vectors is
defined as Cn = (i, j), and the warping path is defined
as Warp = {C1, C2, ..., Cn}.

d(i, j) = 1− V mi · V qj

| V mi || V qj | (7)

e(Cn) = d(i, j) + min

{
d(i, j − 1)

d(i − 1, j − 1)
d(i − 1, j)

}
(8)

d(0, 0) = 0, d(i, 0) = d(0, j) = ∞ (9)

DV =
1
N

N∑
n=0

e(Cn) (10)

where n is the number of correspondence relations of
two vectors.

In DP matching, the result of matching between V q
and V m is calculated to minimize the expression (10).

Figure 5: Divide of Arrow

Figure 6: Results of Test Video

Finally, the distance DM is calculated to sum DF and
DV . DM is the final difference between a query and
a video. In this instance, DF multiplied by 0.5 as a
result of trial and error. The smaller the difference,
the higher the similarity.

DM = 0.5 ∗ DF +DV (11)

4 Experiment

We experimented with video retrieval using our pro-
posed system. The first experiment was conducted us-
ing fourteen test videos we had taken. These videos
included scenes of people walking horizontally, walking
while pushing a bicycle, walking while pushing a chair,
and turning while walking. All were taken with the
camera in a fixed position. The results are shown in
Figure 6. Videos which were similar to the sketch in
both shape and trajectory features are at the top. In
this experiment, the results were relatively good.

Second, we described the experiment using videos
on YouTube [7]. We collected twenty-two videos from
YouTube and extracted scenes from these videos to use
in this experiment. After watching a target video, a
user searched for it by sketching a query. This experi-
ment was conducted with three subjects. Figure 7 and
Figure 8 show the examples of good result. In this ex-
periment, the average of rank of all subjects results is
3.227. This means that the video that the user wants
is included in about higher 14 % of results.

5 Discussion

In the experiment using our test videos, the results
were relatively good. In the first experiment, there
are some videos that have the similar feature of edges.
For example, in Figure6, there are two similar videos
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Figure 7: Results of YouTube Video (1)

Figure 8: Results of YouTube Video (2)

of the target that included scenes of people walking
from right to left and turning while walking. Table1
shows the difference of each features of three videos.
It is appeared that the feature of edges is very similar
among the three videos, but feature of trajectory is
different clearly. Therefore, it is possible to distinguish
the target videos. It is thought that the objects that
has the similar shape can be distinguish by using two
features.

Table 1: Difference of Each Features
DM DF DV

left to right (Fig.6 1st) 0.1232 0.0899 0.0331
turing 0.8849 0.0915 0.7933

right to left 2.0149 0.0949 1.9200

In the second experiment, the average of rank of all
subjects results is 3.227. We think that this result can
be considered reasonable as the result of a retrieval sys-
tem. In this experiment, there are two groups of video.
The videos of one group was retrieved at the relatively
higher rank when each subjects retrieved. The videos
of another group was not retrieved at the relatively
higher rank. The reasons may be the following two.

1. The movement that included in the video ( the
movement of the object and the camera movement
) is simple. Therefor, a noise is hard to be included
and the system calculates the feature with high
accuracy, because the blur is less. And because
the user sketches the videos simply, it is easy that
the feature of user’s query corresponds with the
feature that the system calculated. Therefor, the
video is retrieved at the relatively higher rank.

2. The movement that included in the video is hard
and complex. If the movement is hard, the video
includes many blurring scenes. Therefore, the cor-
rect feature is not calculated. If the camera move-
ment is complex, the regions of the moving object
were not estimated with high accuracy, because
the camera movement is approximated by affine
transform in the proposed system. In addition, it
is not easy that the feature of user’s query corre-
sponds with the feature that the system calculated
in the complex movement. Therefor, the video is
not retrieved at the relatively higher rank.

6 Summary

In this paper, we proposed a video retrieval system
that uses handwriting sketches as queries. We con-
ducted experiments using controlled test videos and
videos from YouTube. In this study, it was shown that
it is possible to retrieve the video by using handwrit-
ing sketch. And it is also possible to retrieve from the
YouTube videos under the regulated condition. But
there are many problems that needed to solve. The
proposed system can use only limited videos, and this
system is not so robust.

We will continue to work on the following goals to
improve our system’s performance.

• To improve the accuracy of the process of estimat-
ing the region of the moving object

• To recognize this system and to experiment on
more large video database

• To consider the relation of video and the user’s
mental picture
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