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Abstract

We propose a robust algorithm which learns an abstract

object class model from videos in an unsupervised manner.

The model consists of a small set of object parts, each of

them highly characteristic for a particular object view. We

obtain these parts by automatically determining those ob-

ject regions that are similar in different object instances.

Using such a model we are able to detect objects in ar-

bitrary poses. We successfully validate our approach us-

ing the PASCAL Visual Object Challenge 2006 [2] image

database which shows promising results. Compared to state

of the art approaches we keep the performance while train-

ing is done without supervision.

1 Introduction

A lot of work has been done in order to build object cat-

egorisation and detection systems for two dimensional im-

ages. The major problem of analysing two dimensional rep-

resentations of objects is the loss of information about the

original three dimensional structure. The visual appearance

of objects often completely differs, depending on the view-

ing angle. Solving this problem by explicitly modelling dif-

ferent object views is one possible solution [8, 10]. Sim-

ilar to [8], the method proposed here automatically deter-

mines characteristic object parts from images showing ob-

jects in different orientations. The major advantage of our

algorithm is the fact that training is done automatically by

segmenting video data where the object to be learned is

shown from differing views. In that way we comfortably

obtain a large set of training samples. Our algorithm uses

this data to determine a small set of characteristic object

parts in an unsupervised manner, each typical and highly

discriminative for a particular object view. Our experiments

have shown that a small set of those parts is sufficient to

cover the whole three dimensional appearance of an object

class. We use histograms in order to describe their visual

appearance and train one-class support vector machines for

classification. In this way we are able to decide if an ob-

ject is presented in a query image or not.

Our learning algorithm can be divided into two main steps:

The generation of training data by segmenting video frames

using an optical flow vector field on the one hand and the

determination and learning of object parts that are typical

and characteristic enough to represent a specific object view

on the other hand. This paper is focused on the determina-

tion of characteristic object parts, but we first want to give

a brief sketch of our video segmentation algorithm in sec-

tion 2. In section 3 we introduce our learning algorithm and

finally present our results in section 4.

2 Getting Training Data from Videos

In order to obtain an abstract object model covering

the entire three dimensional appearance of an object class,

training data including objects shown from differing view-

ing positions is necessary. In this work we use videos as

appropriate data sources. Due to this fact we are able to

easily generate a large set of training samples. We use a

motion based segmentation algorithm which automatically

and robustly segments moving objects from a static back-

ground. For this an estimation of the motion of the pixels

within successive frames is obtained by computing an opti-

cal flow vector field [4]. Then the magnitude of those opti-

cal flow vectors is used to detect moving image regions. Fi-

nally a connected component labelling determines and seg-

ments the objects. An automatically segmented video se-

quence from our experiments is depicted in figure 1.

Figure 1: Training data is generated by automatically seg-

menting moving objects.

3 Learning of Characteristic Object Parts

We first want to give a formal description of what we call

an object part. We consider a part as an object region, which

appears similar in different object viewing angles. For ex-

ample, a wheel or a door, but also the whole foreside of

a car containing the number plate and the two headlights

might be considered as one single object part. In our algo-

rithm we use local features that lie within these very im-

age regions in order to robustly describe the appearance of

those parts. For the local description we use Hessian-Affine

MVA2009 IAPR Conference on Machine Vision Applications, May 20-22, 2009, Yokohama, JAPAN7-3

199



interest points [7] in combination with SIFT gradient his-

togram features [6], generating the most promising results.

We denote a set of interest points describing the visual ap-

pearance of an image I as

FI = {(x0, f0), . . . , (xk, fk), . . . , (xn, fn)} (1)

where each xk is a interest point position and fk the accord-

ing feature representing the visual appearance. In this way

we can describe an object’s part pi that is visible in a subim-

age S i of I by using a subset Fi ⊆ FI . We denote this as

pi := Fi, where

Fi := {(x, f) ∈ FI ∧ x lies in S i} (2)

Examples of such parts are depicted in figure 3. We fur-

ther say that two parts pi and p j represent the same part

and therefore belong to the same equivalence class P, if and

only if there exists a transformation Hi j that affinely maps

interest points describing part pi to interest points with sim-

ilar appearance describing part p j:

pi ∼ p j ⇔ |Fi| = |F j| ∧ (3)

∃Hi j∀(x, f) ∈ Fi∃(x′, f′) ∈ F j : x = H−1
i j x′ ∧ f = f′

Whenever the affine transformation between parts pi and

p j is known, the foreshortening factor ki j can be used as a

heuristic that determines the part slanted to a lesser extent

[8]. The foreshortening factor is given by

ki j =

(
λ

i j

1
λ

i j

2
− 1
)

(4)

where λ
i j

1
and λ

i j

2
are the two singular values of the affine

transformation Hi j. λ
i j

1
and λ

i j

2
represent the scaling values

in two orthogonal directions. If ki j is greater than 0, pi is

treated as a less slanted image of a part than p j. Otherwise

p j is treated as the less slanted representation.

3.1 Determining Object Parts

In the following, we introduce the algorithm we use in

order to obtain candidates for characteristic object parts

from segmented video sequences. The algorithm deter-

mines object parts that are shown in their most frontal view,

thus we are able to easily compare parts from different ob-

ject instances. In this way we are able to determine char-

acteristic parts that are typical for certain views of the gen-

eral object class, which is described later in section 3.2. Us-

ing these parts we finally detect an object in arbitrary posi-

tions.

The algorithm obtaining candidates for characteristic ob-

ject parts in their most frontal view can be divided into three

steps:
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Figure 2: This example showing a wheel was generated au-

tomatically. The longest path leads to the part which is

shown in its most frontal view. Edges are denoted with

their corresponding foreshortening factors.

1. Searching for corresponding object parts in video

frames. Considering two consecutive video frames, a

moving object is typically shown in slightly differing

positions. In order to locate object part candidates we

search for image regions that can be matched in succes-

sive frames. Therefore we first compute a set of inter-

est points and local features for each frame. Then we

use the RANSAC algorithm which is suited to affinely

match small sets of interest points that are visually sim-

ilar between consecutive frames. A detailed description

of the algorithm can be found in [8, 3, 9]. What we ob-

tain is a set of corresponding image regions. Each corre-

spondence represents the same object part, but in differ-

ent views. The regions are described by sets of interest

points Fi. Two sets of interest points Fi and F j of corre-

sponding image regions combined with their affine trans-

formations Hi j form two equivalent parts pi ∼ p j.

2. Searching for further equivalent representations of

previously obtained object parts. We again use the

RANSAC algorithm in order to recursively obtain further

representations of previously obtained parts in nearby

image frames. Moreover, we use the whole set of in-

terest points that lie in the image region of parts we

obtained previously in order to recursively match fur-

ther corresponding regions of similar interest points in

video frames. We obtain sets of equivalent parts, each

part shown from a different view. Some representations

of characteristic part candidates, each representing a dif-

ferent view of the lower part of a car side, are illustrated

in top of figure 4. The parts are connected by known

affine transformations.
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Figure 4: Using the forshortening factor leads to a directed

graph with which we can determine the part which is

shown in its most frontal view.

3. Determining parts which are presented in their most

frontal view. In order to find parts that are typical for cer-

tain views of the general object class, we must find rep-

resentations of parts that can be easily compared. This

is achieved by determining the representation of parts

shown in their most frontal view. Consider the differ-

ent object parts that we obtained previously, each rep-

resented by a small set of equivalent parts. By using the

foreshortening factor (4) we are able to determine repre-

sentations of parts which are the least slanted.

Equivalent parts are internally related by known transfor-

mations that we obtained by successfully matching parts
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Figure 3: Object parts in their most frontal view. We use histograms based on interest points in order to robustly describe the

visual appearance of object parts.

in frames using the RANSAC algorithm. Hence we ob-

tain a directed graph by evaluating the foreshortening

factor for each known transformation. Moreover, the sign

of the foreshortening factor determines the edge’s direc-

tion. This scenario is illustrated in figure 2 and 4. Under

the assumption that the heuristic always leads to the less

slanted representation of a part, parts shown in their most

frontal view can be determined by the nodes the longest

path leads to [8]. Two examples of parts which are repre-

sented in their most frontal view are depicted in

figure 3.

3.2 Characteristic Object Parts

Each part that was previously determined as most frontal

view is a representation of a particular part from a sin-

gle object. In the following we determine similarities be-

tween parts of different object instances in order to deter-

mine parts that are highly characteristic for a certain view

of the desired object class. Our experiments have shown

that these characteristic parts are sufficient to represent the

whole three dimensional appearance of an object class. Our

algorithm determines a small set of characteristic object

parts, each being represented by a one-class support vec-

tor machine. These can be used to detect the presence of

object class members in images. We obtain this set of sup-

port vector machines in three steps:

Figure 5: Two of our 1065 codebook words which we use

to describe the visual appearance of object parts.

1. Robustly describing the visual appearance of object

parts. In order to determine visual similarities between

parts we have to describe them in a robust manner. We

have chosen a bag-of-features representation [1]. Our

codebook is based on SIFT features containing 1065

words (figure 5 shows two examples). We form a his-

togram for each part in its most frontal view based on the

similarity of the corresponding local detections F and the

codebook words. We additionally include the orientation

of interest points based on the local gradient main direc-

tions [6] which dramatically improves the results in our

experiments. For this we use eight bins per word instead

of one in order to embed the orientation information of

local patches. Such a histogram is illustrated in figure 6.

Figure 6: Object parts are represented by orientation his-

tograms reflecting the probability of the occurrences

and orientations of codebook words.

2. Grouping similar parts. We determine characteristic

object parts by clustering the bag-of-words representa-

tions of the part candidates in their most frontal view. We

use agglomerative clustering with average-linkage [5] in

order to group parts that are similar with respect to their

histograms. Hence parts which are similar between dif-

ferent object instances form a larger cluster than parts

that are rare or untypical for a certain object class. Fig-

ure 7 shows three examples of a cluster representing a

characteristic object part.

Figure 7: Example of a cluster representing a characteristic

object part showing the number plate and headlights.

3. Training of support vector machines. We train one-

class support vector machines using the histogram fea-

tures of cluster representing characteristic object parts.

More precisely, we train a support vector machine for

each representative cluster containing more than five

parts of different object instances. The necessary number

of five parts was determined experimentally. Training is

done by using a histogram intersection kernel. These sup-

port vector machines can finally be used to detect char-

acteristic object parts in query images fast and robust,

which is successfully demonstrated in our experiments.

4 Experiments and Results

We use the image database of the PASCAL Visual Ob-

ject Challenge 2006 [2] to evaluate our algorithm and com-

pare our results to the results of the competition 2 by chal-

lenging the object class “car“: “Train in any (non-test) data,

classify object present/absent“. A brief sketch of the proce-

dure of our experiment is given in the following:
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Figure 8: This ROC curves depicts the results from Rob

Fergus and Antonio Torralba [2] as well as our own re-

sults.

We first use our video segmentation algorithm in order to

obtain training data from videos containing moving cars.

The videos are taken from a curve of the road in order to

get sequences of images showing cars from different posi-

tions. Then we determine the characteristic parts of the ob-

ject class car using the algorithm described in section 3. As

a result we obtain a set of four one class support vector ma-

chines, each representing one characteristic part. The clas-

sification task is finally performed by successively scanning

a query image using rectangular sliding windows of differ-

ent sizes. A bag-of-features representation based on local

features lying in the current search window area is com-

puted at every sliding window position. Characteristic parts

are detected by classifying these histograms using the sup-

port vector machines. If at least one characteristic part is

found, a car has been detected. A ROC graph represent-

ing our results as well as results of Antonio Torralba and

Rob Fergus [2] is depicted in figure 8. Compared to the re-

sults of Antonio Torralba and Rob Fergus we obtain similar

performance but learning is done in an unsupervised way.

Some results which are sorted with respect to their confi-

dence values are shown in figure 9.

5 Conclusion

We proposed a novel object class learning algorithm and

performed experiments leading to promising results. The

main advantage of our algorithm is the fact that it learns an

abstract object class representation in an unsupervised man-

ner. Our algorithm obtains an abstract model description of

a particular object class, consisting only of highly discrim-

inating characteristic object parts. Our experiments have

proven this statement by showing that a small set of charac-

teristic parts is sufficient to robustly describe the whole ob-

ject class. Hence we are able to detect objects in arbitrary

poses. Furthermore we have shown that our results are com-

parable to other approaches using the results of the PAS-

CAL “Object Class Challenge 2006“.
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Figure 9: The highest rated results of an example query are

depicted in the figure above. Images are sorted with re-

spect to their evidence values.
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