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Abstract

This paper presents a method for detecting an inci-
dent motion (e.g., tumble or violent action of a person)
in a dynamic background scene. This method is based
on the use of spatio-temporal features obtained using a
space-time patch (ST-patch). Our approach consists
of three steps: 1) dynamic background modeling us-
ing a Gaussian mixture model, 2) human regions de-
tection based on Real AdaBoost, and 3) calculation of
irregularity measure using weighted ST-patch features.
The proposed method can be used to detect the inci-
dent motion in a scene with a dynamic background,
which would be difficult to detect with a conventional
method using cubic higher-order local auto-correlation
(CHLAC) features. Our experimental results show that
our method performs about 27% better than the conven-
tional method in a contained scene with an escalator as
the dynamic background.

1 Introduction

Video-understanding technologies, such as objects
detection and tracking, have recently been used for
large-scale surveillance camera systems. Today, inci-
dent detection (e.g., a person stumbling on an esca-
lator) from a surveillance camera is becoming an im-
portant research topic for next-generation security sys-
tems.

As related works, Scholkopf et al. [1] proposed a
method for abnormal motion detection that uses the
probability distributions estimated using SVM, and
Zhong et al. [2] proposed a method using the co-
variance matrix of video stream features. Moreover, a
method that uses CHLAC features has been proposed,
which is one of the most typical methods used for ab-
normal motion detection.

The CHLAC features are extracted by applying a
set CHLAC patterns to binary images obtained using
temporal differencing. Thus, CHLAC features contain
information on the “appearance” of “motion”. Nanri et
al. [3] proposed a method combining CHLAC features
with a linear subspace method. This method achieved
robust abnormal motion detection without using hu-
man detection and tracking. CHLAC features are also
used for event detection [4].

However, these conventional methods have a prob-
lem. When a background is dynamic or there are ob-
jects that are not targets in the images, it is difficult to

detect the incident motion. For example, the method
that uses CHLAC features and the linear subspace
method has difficulty in detecting motion because any
incident motion that moves in the same direction as
the dynamic background will be buried in the feature
space according to the properties of the CHLAC with
the additivity of the features.

To detect incident motion, we focus on the follow-
ing two points: 1) removal of the dynamic background
from an image, and 2) calculation of the irregularity
measure of target object. To capture these two points,
we propose a method that simultaneously uses spatio-
temporal features containing information on both the
“appearance” and “motion” for detecting irregular mo-
tions. This makes incident detection from a scene with
a dynamic background scene possible.

This paper is structured as follows. Section 2 de-
scribes the properties of ST-patch which the proposed
method uses, and Section 3 describes a procedure of in-
cident detection using ST-patch features. We evaluate
and compare our method with related work using an
escalator scene in Section 4, and conclude in Section 5.

2 ST-patch

ST-patch features calculated from a ST-patch,
which is a local region of images that extends in the
time direction, are the spatio-temporal features con-
taining information on both the “appearance” and
“motion” simultaneously [5]. In addition, ST-patch
features can calculate the irregularity measure of mo-
tion vectors. These ST-patch features are also used for
event detection [6] for combined object detection and
segmentation [7].

2.1 ST-patch Features

ST-patch features are extracted from the x, y, and t
axis gradients in the local region of images that extends
in the time direction (e.g., 25 × 25[pixels]×5[frames]).
Therefore, each pixel i has space-time gradients that
contain three specific gradients, Pxi

, Pyi
, and Pti

. By
stacking all the n pixels within the ST-patch, we obtain

G =

⎡
⎢⎢⎣

Px1 Py1 Pt1
Px2 Py2 Pt2
...

...
...

Pxn
Pyn

Ptn

⎤
⎥⎥⎦

n×3

, (1)
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Figure 1: Procedure for proposed method.

where G denotes an n × 3 matrix. By multiplying
both sides of Eq.(1) by GT (the transpose of G), we
can obtain GTG. We denote GTG by M :

M = GTG =

⎡
⎣
∑

Px
2 ∑

PxPy

∑
PxPt∑

PyPx

∑
Py

2 ∑
PyPt∑

PtPx

∑
PtPy

∑
Pt

2

⎤
⎦ . (2)

Matrix M is ST-patch features. This matrix contains
information on both the “appearance” and “motion”
simultaneously.

2.2 Continues Rank-Increase Measure

The continues rank-increase measure (CRIM) Δr is
calculated from the eigenvalues of matrix M (see Eq.
(2)) and matrix M♦ :

M♦ =
[ ∑

Px
2 ∑

PxPy∑
PyPx

∑
Py

2

]
. (3)

Let λ1 ≥ λ2 ≥ λ3 be the eigenvalues of a 3× 3 matrix
M. Let λ♦1 ≥ λ♦2 be the eigenvalues of a 2× 2 matrix
M♦. From the interlacing property of the eigenvalues
in the symmetric matrices it follows that λ1 ≥ λ♦1 ≥
λ2 ≥ λ♦2 ≥ λ3. This leads to the following equation :

Δr =
λ2 · λ3

λ♦1 · λ♦2
. (0 ≤ Δr ≤ 1) (4)

Δr ≈ 0 is a consistent motion, and Δr ≈ 1 is an incon-
sistent motion. Therefore we can calculate the measure
of the irregular motion vectors within a ST-patch.

3 Incident Detection using ST-patch
Features

To detect any incident motion, it is necessary to
observe and recognize human motions. However, it is
difficult to extract the motion features of humans if
the background is dynamic or there are objects that
are not the target objects in the images.

To make incident detection possible, we must con-
struct models of the spatio-temporal features on dy-
namic backgrounds. Once the dynamic background is
removed, and only the regions of an object can be de-
tected. We then detect the human regions from the
detected object regions using Real AdaBoost. Finally,
we calculate the irregularity measure of the motion vec-
tors obtained from the detected human regions. In this
way, incident detection is possible from a scene with a
dynamic background. The procedures for the proposed
method are illustrated in Fig.1.

3.1 Dynamic Background Modeling using
Gaussian Mixture Model

We use a Gaussian mixture model (GMM) for mod-
eling the observed ST-patch features from a dynamic
background. The GMM is a probability model that
combines multiple Gaussian distributions [8]. Let
p(x) be the probability density, where x is data, and
let p(x|i)i=1,...,C be the probability density with C
classes. Let p(x) be the weighted linear combination
of p(x|i)i=1,...,C , which is expressed by

p(x) =
C∑

i=1

wip(x|i), (5)

where

p(x|i) =
1√

(2π)M |σi|
exp
{
−

1

2
(x − μi)

T
σ
−1
i

(x − μi)
}

, (6)

and M is the number of dimensions, wi is the weight,
μi is the average, and σi is the covariance matrix.
In this way, GMM needs three parameters (wi，μi,
and σi) for each Gaussian distribution. Thus we es-
timate each parameter using a deterministic annealing
EM algorithm[9]. In addition, the proposed method
updates the online of the Gaussian mixture models by
applying an adaptive mixture of Gaussian background
models[10].

ST-patch features have the same values in the sym-
metrical component. Thus, the proposed method is
represented as a 6-dimensional vector v as follows :

v =
(∑

P 2
x ,
∑

PxPy, · · · ,
∑

P 2
t

)
. (7)

The proposed method can be used to create dynamic
background models by applying GMM to ST-patch fea-
tures denoted as a 6-dimensional vector v. We distin-
guish an object/background region by comparing the
Gaussian mixture model with input features. By com-
paring the Gaussian mixture model to an ST-patch ar-
ranged in a grid pattern (e.g., the ST-patch size is set
to 25×25[pixels]×5[frames], shift of the ST-patch is set
to 5[pixels].), we can remove the dynamic background.

3.2 Human Region Detection based on
Real AdaBoost

The dynamic background modeling method cannot
be used to specify human regions. Recently, many
methods for combining low-level features with a sta-
tistical learning method have been proposed as an ap-
proach for the object detection in an image. One of
the successful methods is a people detection algorithm
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Figure 2: Example of learning samples.

using a dense grid of histograms of oriented gradients
(HOG) [11], and a face detection system using appear-
ance patterns obtained using Haar-like features [12].
In this paper, we propose a method for human region
detection that combines ST-patch features and a sta-
tistical learning method.

We use Real AdaBoost [13] as the statistical learning
method. Real AdaBoost is a method of calculating the
degree of similarity from the probability density distri-
bution of each dimension in the features of a positive
class and negative classes. Then, it learns the features
most effective in discernment. We uses a human region
of the normal motion as the positive class and other re-
gion as negative class. Example of learning samples are
illustrated in Fig.2. The proposed method learned ST-
patch features calculated from these learning samples
using Real AdaBoost. An overview of the construction
of a human region classifier is illustrated in Fig.3.

When ST-patch size is set to 25 ×
25[pixels]×5[frames], the shift of the ST-patch is
set to 5[pixels], and a detection window is set to
140 × 260[pixels] (the number of ST-patches that
exists in the window is 1, 081.), the spatio-temporal
features from the region of a detection window have a
1, 081 × 6 = 6, 486 dimensional vector. The proposed
method learns these features using Real AdaBoost and
constructs a classifier. When we use Real AdaBoost, it
learns the features obtained from the images in which
removed the dynamic background.

If we use the ST-patch features for human region
detection, a detection rate will decrease by affecting
clothes or lighting change. Therefore, we normalize
ST-patch features v (see Eq. (7)), expressed as a 6-
dimensional vector using all the vectors. We denote
the normalized ST-patch features by vN :

vN =
v(

6∑
i=1

| vi | +ε

) , (8)

where ε is a small positive constant. The proposed
method uses the normalized feature vectors vN. By
learning the normalized feature vectors, we can con-
struct a classifier, which is not affected by clothes or
lighting change.

To detect human regions using the constructed clas-
sifier, we conduct a raster scanning of the detection
windows over the image from which the dynamic back-
ground was removed. We assume that the detection
accuracy will be improved using these images. We try

Figure 3: Construction overview of human region clas-
sifier.

to determine whether the features inside the detection
window are human regions or not. Finally the windows
are unified using mean-shift clustering[14].

3.3 Incident Detection by Irregularity
Measure of Motion Vectors

In general, incident motion, such as a person stum-
bling, makes the motion vectors change a lot compared
to normal motion. Therefore, we use the CRIM (see
2.2) calculated from ST-patch features as the judgment
index for determining normal or incident motion.

3.3.1 CRIM using Weighted ST-patch Fea-
tures

Real AdaBoost expresses the probability density dis-
tribution by computing a histogram from the features,
and constitutes the look-up table (LUT) weak classi-
fier. Therefore, we can obtain the real values which
express the confidence values of input features from
the output of the LUT weak classifier. The proposed
method computes the CRIM using ST-patch features
weighed by the output value of the LUT weak classifier.
Thereby we assure improvement in incident detection
performance.

3.3.2 Calculation of Weighted ST-patch Fea-
tures

We calculate the CRIM using the weighted space-time
gradients obtained from Real AdaBoost. When detect-
ing a human region based on Real AdaBoost, we obtain
a weak classifier output

h(x) =
1
2

ln
W j

+ + ε

W j
− + ε

, (9)

and a separation distance of probability density distri-
bution

α = 1−
∑

j

√
W j

+W j
−, (10)

where j is the number of bins of a 1-dimensional his-
togram corresponding to the features, W j

+ and W j
−
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Figure 4: Evaluated value.

are the probability density of the positive and nega-
tive classes, and ε is a small positive constant. We can
obtain the real value from the weak classifier output.

We calculate the evaluated values by multiplying
h(x) by α. The proposed method uses the evaluated
values only when h(x) > 0. Therefore, we denote the
evaluated value by E :

E =
{

h(x)α if h(x) > 0
0 otherwise .

(11)

Thus, we can obtain the distribution illustrated in
Fig.4 by calculating the evaluated values. By us-
ing these values with this information, we can obtain
weighted space-time gradients, which suppress the ef-
fect of the dynamic background and accentuate the
motion vectors within the local regions of an object
(Fig.5).

We calculate the matrix of the weighted space-time
gradients by multiplying the matrix M (see Eq. (2))
by E (see Eq. (11)). We express this as GE :

GE =

⎡
⎢⎢⎣

E1Px1 E1Py1 E1Pt1
E2Px2 E2Py2 E2Pt2

...
...

...
EnPxn

EnPyn
EnPtn

⎤
⎥⎥⎦

n×3

. (12)

From matrix GE , which is weighted to the space-time
gradients using the evaluated values, we calculate ST-
patch features with the same approach as 2.1, and we
calculate the CRIM using the same approach as 2.2.

4 Evaluation Experiment

We experimented with incident detection to evalu-
ate the validity of the proposed method. To compare
the proposed method with the conventional method,
we used escalator surveillance images containing a dy-
namic background. We used 6430 positive samples and
2844 negative samples.

Figure 5: Weighted space-time gradients.

We evaluate the following two approach for the pro-
posed methods.

• Proposed method1 : a method using the CRIM
calculated from the weighted ST-patch features
(Weighted ST-patch features).

• Proposed method2 : a method using the CRIM
calculated from the non-weighted ST-patch fea-
tures (ST-patch features).

We also evaluate the following two approach for the
conventional methods.

• Conventional method1 : a method using CHLAC
features[3] (CHLAC features).

• Conventional method2 : a method using CHLAC
features calculated from images which the dy-
namic background has been removed (Removal of
dynamic background + CHLAC features).

4.1 Experimental Results

Fig.6 shows examples of incident detection using the
proposed method. As shown in Fig.6, the proposed
method can be used to detect the incident motion from
a scene with a dynamic background containing several
people. This is because the proposed method detects
human regions using ST-patch features and calculates
the irregularity measures for each human region.

4.1.1 Results of Proposed Method (ST-patch
Features)

Incident detection results using the proposed method1
and the proposed method2 are illustrated in Fig.7.
As shown in Fig.7, we can see that the proposed
method1 distinguishes between normal and incident
motion when the threshold of the CRIM is set to
TH=0.7. The proposed method1, compared with the
proposed method2, produces a higher CRIM during in-
cident motions. And the proposed method1 is observ-
ing a lower CRIM during normal motions. Therefore,
we verified that the proposed method1 performances
better than the proposed method2.

In proposed method2, the CRIM is calculated from
the whole human region including the dynamic back-
ground. As a result, CRIM becomes a global value that
contains the dynamic background information. On the
other hand, in the proposed method1, the CRIM can
be used to suppress the effect of dynamic background
and accentuating the motion vectors within the local
regions of an object. Therefore, it was able to improve
detection performance.
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Figure 6: Example of incident detection using proposed method.

Figure 7: Incident detection results using ST-patch features.

4.1.2 Results of Conventional Method
(CHLAC Features)

Incident detection results using the conventional
method1 and the conventional method2 are illustrated
in Fig.8. As shown in Fig.8, we can see that the con-
ventional method1 seldom distinguishes between nor-
mal and incident motion. On the other hand, the con-
ventional method2, compared with the conventional
method1, distinguishes between normal and incident
motion because it does not affect the dynamic back-
ground. However, it may falsely detect by crossing the
person.

4.2 Quantitative Evaluation

To quantitatively evaluate the proposed method, we
used a receiver operating characteristic (ROC) curve.
The evaluation data sets that were used were 46 scenes
chosen from escalator surveillance images. They con-
tain 28 scenes of normal motion and 18 scenes of ab-
normal motion.

Fig.9 shows the ROC curves of each method. As
shown in Fig.9, the proposed method1 is more effi-
cient than the other methods. Moreover, the pro-
posed method1 is about 27% more efficient than the
conventional method1. Therefore, we can obtain the

high performance by suppressing the effect of the dy-
namic background and accentuating the motion vectors
within the local regions of an object.

5 Conclusion

In this paper, we proposed a method for removing
the dynamic background, detecting the human regions
based on Real AdaBoost, and also detecting the inci-
dent motion. The proposed method could detect the
incident motion, even in a scene that had an escalator
as the dynamic background. Our experimental results
proved the validity of our proposed method.

Our future works will include improving the accu-
racy of detecting human regions and supporting multi-
scale human region detection. In the proposed method,
the accuracy of human region detection is important
because the incident motion is distinguished for ev-
ery detected human region. However, in a scene with
an overlap of people, detecting each human region be-
comes difficult. Therefore, improvement in human re-
gion detection accuracy is required. The proposed
method does not support a multi-scale human region
because it fixes the size of a detection window. In our
future work, we will attempt to detect a multi-scale hu-
man region using adaptive transformation of the ST-
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Figure 8: Incident detection results using CHLAC features.

 

 

Figure 9: Quantitative evaluation using ROC curves.

patch size.
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