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Abstract

This paper presents a traffic sign recognition method
based on keypoint classification by AdaBoost using
PCA-SIFT (principal component analysis scale invari-
ant feature transform) features in different feature sub-
spaces. A technique for recognizing traffic signs from
an image taken with an in-vehicle camera has already
been proposed to assist drivers. SIFT features are used
for traffic sign recognition because they are robust to
changes in scaling and rotation of traffic signs, but
real-time processing is difficult because the computa-
tion cost of SIFT feature extraction and matching is
high. In our method, two different feature subspaces
are constructed from gradients in traffic sign images
and those in general images. Detected keypoints are
projected into both subspaces, and AdaBoost is used to
classify whether they are on the traffic sign or not. Ez-
perimental results show that the computation cost for
keypoint matching can be reduced to about half that of
the conventional method.

1 Introduction

Traffic accidents are a serious problem, so traffic
signs are very important to safe driving. Drivers can
avoid having many traffic accidents if they drive in ac-
cordance with the signs, but some traffic signs can-
not be recognized by drivers because of degradation
or occlusion or because the drivers overlook them.
Previous work in this area has included a method of
constructing a classifier or color features from traffic
sign images[1]. Template matching needs various tem-
plate images covering scaling, rotation, and changes
in illumination[2]. Therefore, the computation cost of
matching is high. Traffic sign recognition using color
is difficult because a given traffic sign can appear to
have a range of color variation under different envi-
ronmental conditions. On the other hand, Takagi et
al.[3] presented traffic sign recognition using scale in-
variant feature transform (SIFT) features, which make
this traffic sign recognition robust to changes in scal-
ing and rotation of traffic signs[4]. However, real-time
processing is difficult because the computation cost of
SIFT feature extraction and matching is high.
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Figure 1: Gradient extraction in a local patch.

In this paper, we propose a technique for improving
the matching speed and accuracy by using PCA-SIFT
features projected into different feature subspaces and
describe the results of an evaluation experiment per-
formed to determine this method’s effectiveness.

2 PCA-SIFT

PCA-SIFT was presented by Ke et al.[5]. It ap-
plies principal component analysis (PCA) to gradient
features for a 41 x 41 patch centered at the keypoint
detected by SIFT. The feature space is reduced by
projecting the gradient features into a subspace con-
structed using PCA. This approach has the advantage
of faster matching than SIFT because its feature space
is composed of 36-element vectors compared with 128-
element vectors in SIFT. The SIFT keypoint detection
is shown below.

1. Scale-space extrema detection
2. Keypoint localization
3. Orientation assignment

PCA-SIFT is more accurate and much faster than
SIFT.
2.1 PCA-SIFT descriptor

The PCA-SIFT descriptor describes the horizontal
and vertical gradients of a 41 x 41 patch centered on
the keypoint detected by SIFT. The patch is a re-
gion with a given scale and rotated to align its dom-
inant orientation to a canonical direction (Figure 1).
Hence, the PCA-SIFT descriptor has a feature vector
X with 2 x 39 x 39 = 3042-elements. The subspace into
which the feature vector is projected is constructed by
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Figure 3: Flow of our method.
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Figure 2: Construction of subspace by PCA.

a large number of such vectors X from a general image
dataset (Figure 2). PCA-SIFT features are extracted
by projecting the horizontal and vertical gradients of
the patch into the subspace.

3 Proposed method

Our method constructs different feature subspaces
with a dataset of traffic sign images and a dataset
of general images. In addition, we construct a Real
AdaBoost classifier to discriminate keypoints. The
method’s flow is illustrated in Figure 3 and described
below.

1.
2.

Detect keypoint in input image by SIFT.

Horizontal and vertical gradient features centered
on the keypoint are extracted.

Project the horizontal and vertical gradients into
different feature subspaces.

4. Combine the projected features.

. Discriminate the keypoints by using the Real Ad-
aBoost classifier that has learned the combined
feature.

Match only keypoints that were discriminated as
points over the traffic sign.

3.1 Construction of different feature sub-

spaces

We construct different feature subspaces with the
traffic sign image dataset and general image dataset
(Figure 4). The feature subspace of the traffic sign im-
ages is better expressed in local space than the feature
subspace of the general images is. Therefore, the sub-
space of traffic sign images can express features that
are difficult to express in the subspace of general im-
ages. The dimensionality of the feature space is 72; the
cumulative proportion is over 60%.
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Figure 4: Different feature subspaces.

3.2 Extraction of combined feature

Gradient features extracted from input images are
projected into different feature subspaces and com-
bined by equation (1).

V = [x!'S,,x"S,] (1)
where V is the combined feature, x is the gradient
feature of horizontal and vertical, S is the projection
matrix, S, is the subspace constructed with the general
image dataset, and .S, is the subspace constructed with
the traffic sign image dataset. The keypoint involves
features of both the general image class and the traffic
sign image class (i.e., the keypoint has 144 elements)
and is discriminated by the Real AdaBoost classifier
trained with the combined feature.

3.3 Construction of Real AdaBoost classi-
fier

The Real AdaBoost[7] classifier is used to discrim-
inate the keypoint. Real AdaBoost calculates the de-
gree of similarity from the positive and negative prob-
ability density distributions and trains the most differ-
ent dimensionality of the feature space. A real number
is used for training and discrimination because the de-
gree of similarity becomes the evaluated value. Train-
ing data consists of images taken with an in-vehicle
camera, the traffic sign class has 22,449 keypoints de-
tected from 566 images, and the background class has
35,827 keypoints detected from 14 images. The num-
ber of the weak classifier is 100 in discrimination cost
and accuracy.
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Figure 5: Example of keypoint classification.

3.4 Keypoint discrimination

Keypoints in the input image are detected by SIFT.
Gradient features around a detected keypoint are pro-
jected to the general and traffic sign image classes,
and they are combined. Keypoints are discriminated
by the Real AdaBoost classifier with combined fea-
tures. An example of keypoint discrimination is shown
in Figure 5. The red points are keypoints detected
using SIFT, and the blue points are keypoints de-
tected over the traffic sign. Figure 5(a) is the input
image and Figure 5(b) shows the detected keypoints
(3542 keypoints). Figure 5(c) shows keypoints removed
as general-class ones by the Real AdaBoost classifier
(2150 keypoints). The region with traffic signs in Fig-
ure 5(c) and (e) shows keypoints discriminated as be-
ing in the traffic sign class. Figure 5(d) shows match-
ing keypoints (1392 keypoints). Thus, the proposed
method can lower the matching cost compared with
the conventional method.

3.5 Matching

The template and discriminated keypoints are
matched by Euclidean distance, which is calculated by
equation (2). The Euclidean distance calculation uses
the features of traffic sign image class (72-elements).

AV, V) = ||XITISP - XITQSPHZ (2)

where Vi and Vo express keypoints of the traffic
sign image I1 and input image I2, respectively. If
d(Vr1,Vr2) is small, the degree of similarity is high,
and thresholding is used for the matching.
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Figure 6: Results of keypoint classification.

4 Estimation of discrimination and
matching

4.1 Experiment 1:

keypoint discrimina-
tion
The estimation of keypoint discrimination shows the
effectiveness of different feature subspaces of the gen-
eral and traffic sign image classes. The keypoint clas-
sifier was constructed from SIFT features, PCA-SIFT
features, and our method’s features.

4.1.1 Overview of experiment 1

The training dataset consisted of template images,
which were illustrations of traffic signs from the Cal-
tech256 dataset[6]. Keypoints detected from the tem-
plate images were trained using Real AdaBoost. Train-
ing keypoints were the traffic sign image class of 41,919
keypoints and the general image class of 575,598 key-
points. The test dataset used the training dataset to
compare the abilities to express the features of sub-
spaces. The results were evaluated using the detection
error tradeoff (DET) curve expressed on a double log-
arithmic chart.

4.1.2 Results of keypoint discrimination

The results of keypoint discrimination are shown in
Figure 6. The blue line is the SIFT features, the
green line is the PCA-SIFT features, and the red line
is our method’s features. With a false positive rate
of 20% (orange line), our method had about a 10%
lower false negative rate than PCA-SIFT. This means
that different feature subspaces can express features
that PCA-SIFT cannot express. The dimensions of fea-
tures selected by Real AdaBoost are shown in Figure 7.
Because of the use of PCA, low-dimensional features
are expressed better than high-dimensional features.
And the Boosting algorithm of AdaBoost selects low-
dimensional features. Our method involves more effec-
tive features for discrimination than the general image
class because the features of the traffic sign class are se-
lected by Boosting. Therefore, separating the general
and traffic sign image classes is effective.

4.2 Experiment 2: Matching accuracy

Next, we compared the matching accuracies of the
conventional method and our method. The conven-
tional method was traffic sign recognition using SIFT
features.
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Figure 7: Features selected by Boosting.

Table 1: Matching accuracy [%)]

True matching rate False matching rate
8.0 91.9
STFT(3] (163/2034) (1871/2034)
14.4 85.5
Proposed method (39/269) (230/269)

4.2.1 Overview of experimental 2

The test images were 500 images taken with an in-
vehicle camera. The conventional and proposed meth-
ods were compared in terms of false matching rate and
true matching rate, which were computed by:

Num of false matches

(3)

False matching rate =
total matches

Num of true matches

(4)

True matching rate =
total matches

4.2.2 Results for matching accuracy

The results for matching accuracy are given in Table 1.
Our method had a 6.4% lower false matching rate than
the conventional method. Although the number of true
matches was lower than with the conventional method,
the true matching rate was improved by our method
because keypoints in the background were rejected by
the Real AdaBoost classifier.

4.3 Experiment 3: Matching cost

Finally, we compared the matching cost of the con-
ventional and proposed methods.

4.3.1 Overview of experiment 3

We iterated matching ten times per image and esti-
mated the average. The two methods ran on machines
with the same configuration: Xeon 3.00-GHz CPU with
8 cores. Our method involves not only a matching cost
but also a discrimination cost. The number of match-
ing keypoint was 1234.

4.3.2 Results for matching cost

The results for matching cost are given in Table 2. The
matching cost for our method was reduced to about
half that of the conventional method because back-
ground keypoints were rejected and the feature dimen-
sions were reduced.
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Table 2: Matching cost[ms]

Classification | Matching | Total
SIFT[3] 425.4 425.4
Proposed method 20.3 182.5 202.8

R N
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method

Figure 8: Examples of traffic sign recognition.

4.4 Examples of traffic sign recognition

For traffic sign recognition, we used the voting
method proposed by Takagi et al. [3]. Some examples
of traffic sign recognition are shown in Figure 8. Our
method could recognize traffic signs that the conven-
tional method could not because background keypoints
were rejected.

5 Conclusion

This paper presented a traffic sign recognition
method using PCA-SIFT in different feature subspaces.
The effectiveness of using different feature subspaces
was confirmed by experiments.
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