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Abstract

In this paper, we propose a method to overlay an ar-
bitrary texture onto a T-shirt worn by a user. To real-
ize such a system, two phases, an offline phase and an
online phase are required. During the offline phase, we
use a T-shirt with several markers for training images
and establishing a correspondence between the shape of
the T-shirt area and the array of markers. During the
online phase, we use a T-shirt without any markers for
the input image and search for a training image which
has the most similar shape to the input image. By using
markers from the selected training image, we overlay a
texture onto the input image. In this method, we repre-
sent the shape of a T-shirt based on its contour so that
we can handle occlusion by the hands when the hands
cross over the T-shirt. In addition, the computation
time is reduced by using PCA and K-means method,
which enables our system to work in real time.

1 Introduction

AR(Augmented Reality) enables the addition of vir-
tual objects into a video-captured real space. AR is
used for augmenting the user’s sight by showing the
information which cannot be observed in a real space.
Examples of AR include, a car navigation system[1],
municipal engineering[2] and entertainment[3].
As an application of AR technique, there are some

systems in which the virtual patterns are overlaid onto
the surface[4, 5]. We intend to apply AR technique to a
virtual clothing system in which the texture is overlaid
onto the surface of the clothing and a virtual clothing
system enables us to check our appearance. However,
it is more difficult to overlay a texture onto the sur-
face of the clothing than a rigid object because the
surface of the clothing is complicated when the cloth-
ing stretches, wrinkles and self-occludes. Therefore it
is a challenging problem to estimate the shape on the
surface of the clothing and several methods have been
proposed so far to realize a virtual clothing system. For
example, Tzvetomir et al. overlay a virtual clothing by
measuring the 3D shape of a human body[6]. In this
approach, however, this approach cannot be applied to
the movement of a human body.
Hoshino et al. overlay a virtual clothing by esti-

mating the movement of a human body[7]. In this ap-
proach, the movement of a human body is estimated by
transforming a 3D human model so that the model fits
the human in the image. However, the error of the mo-
tion estimation might be accumulated as time passes
because the motion estimation is based on previously
computed model.

Figure 1: Overview of our method

The common problems among these approaches are
that they require special devices such as a 3D range
scanner or a motion capture system. In addition, it’s
difficult to make these methods work in real time be-
cause they are based on 3D information and require a
lot of computation time.
In order to solve these problems, Ehara et al. pro-

posed a method to overlay an arbitrary texture onto the
surface of the T-shirt by considering only 2D informa-
tion with a single web camera[8]. They assume that the
deformation on the surface of the clothing depends on
the 2D contour of the clothing. However, the occlusion
by the hands is not taken into consideration. There-
fore, the shape estimation might be incorrect when the
hands occlude the clothing.
In this paper, we extend the work[8] by properly

describing the shape of the contour of the clothing.
Therefore, the shape on the surface of the clothing is
estimated correctly even when the hands occlude the
clothing. In addition, the computation time is reduced
by performing PCA and K-means method, which en-
ables our system to work in real time.

2 Proposed method

2.1 Method

The overview of our method is shown in Fig.1.
Our method is composed of two phases, offline phase

and online phase.
In the offline phase, the database is made from train-

ing images with several red markers. From each train-
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Figure 2: Example of Training Images

ing image, two sets of data, which are a feature vector
and marker coordinates, are obtained. A feature vec-
tor represents the shape of the contour of the T-shirt
and marker coordinates represents how the T-shirt is
deformed or observed in the image.
In the online phase, a texture will be overlaid onto

the surface of the T-shirt of an input image. From
the white T-shirt of an input image, a feature vector is
obtained at first. Next, the most similar of the contour
is selected from the database. Then, its corresponding
marker coordinates are used for those of an input image
and a texture image is deformed by performing affine
transform between the markers of an input image and
those of a texture image. Finally, the output image is
obtained by overlaying the deformed texture onto an
input image.

2.2 Offline phase

In the offline phase, the marker coordinates of the
texture image is specified at first. After that, a person
wears the T-shirt with several red markers and take
various poses in front of a web camera for the train-
ing images Fig.2. Then, two sets of data, which are
a 360-dimensional feature vector and marker coordi-
nates, are obtained from each training image for the
training data. After making the database, PCA is per-
formed to a set of feature vectors in the database and
principal component scores are obtained from each fea-
ture vector. With PCA, each 360 dimensional feature
vector in the database is transformed to 21 dimensional
principal component scores. Here, the dimension of
principal component scores, 21, is set when the sum
of the contribution rate reaches 99%. In addition, K-
means method is performed to a set of principal com-
ponent scores in the database to cluster the similar
principal component scores. With K-means method,
each principal component scores are categorized into
one of 20 clusters. Here, the number of cluster, 20,
is set by considering the number of the poses in the
database. On the other hand, the marker coordinates
are obtained semi-automatically which means that the
marker coordinates are obtained completely manually
at first frame and we correct the marker coordinates
manually from second frame if marker-tracking fails.

2.2.1 Feature vector

There are various ways to describe the shape of a 2D
object, such as a moment feature, roundness, fractal
dimension. In our method, we assume that the shape
on the surface of the T-shirt is depending on the shape
of the contour of the T-shirt. Therefore, a feature vec-
tor is needed to represent the shape of the contour of
the T-shirt clearly. However, it is impossible to define

Figure 3: Feature vector

Figure 4: Feature vector in case of occlusion

a feature vector with the coordinates of all the points
on the contour because the number of the point on the
contour differs according to the shape of the contour
and the dimension differs among feature vectors. In
order to equalize the dimension of a feature vector, we
sampled the same number of points on the contour.
Then a feature vector is defined by arraying their x-y
coordinates in sequence Fig.3. The starting point is the
point where the line of the positive x direction crosses
the contour of the T-shirt.
How to get a feature vector is shown in Fig.3. First,

the T-shirt area is extracted by detecting white color
and red color in RGB space. Next, the contour of the
T-shirt is obtained from the image of the T-shirt area.
Finally, a feature vector is obtained by sampling the
points on the contour and arraying their x-y coordi-
nates in sequence. The number of the sampling points
is 180, therefore, the dimension of a feature vector is
360.
In case of the occlusion by the hands, the T-shirt

area will be divided into more than one. In such cases,
the same number of sampling points are obtained from
each area as shown in Fig.4. For example, 90 sampling
points are obtained from each area if the T-shirt area is
divided into two areas. Therefore, the dimension of all
the feature vectors is the same regardless of the number
of the T-shirt area.

2.3 Online phase

In online phase, a user wears a T-shirt without
markers for the input images. A feature vector of an in-
put image is obtained the same way as the offline phase.
After that, the feature vector of the input image is pro-
jected into eigenspace previously obtained at the offline
phase. Then, the principal component scores of the in-
put image are compared to all the average principal
component scores on each cluster and the most similar
cluster is selected. Next, all the principal component
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Figure 5: Example of clusters

Figure 6: Overlay and interpolate texture

scores belonging to that selected cluster are compared
to the principal component scores of the input image
and the most similar principal component scores are
selected in the database. Finally, the marker coordi-
nates corresponding to those selected principal compo-
nent scores are used for the input image. In this way,
the computation time is reduced with respect to both
the dimension of a feature vector and the number of
comparison.
In order to normalize the marker coordinates be-

tween the training image and the input image, we con-
sider the width and height of the rectangular of the
T-shirt area. Therefore, the marker coordinates of the
input image is estimated as follows(1).

xinput(i) = xtraining(i)
Winput

Wtraining

yinput(i) = ytraining(i)
Hinput

Htraining

(1)

After the marker coordinates of the input image are
obtained, the correspondence between the input mark-
ers and the texture markers is established and affine
transform is performed for all the patches. Here, the
texture might be overlaid onto the area out of the T-
shirt when the markers for the input image are not
properly estimated. In order to overlay the texture
onto only T-shirt area, the binary image of T-shirt area
is used as the mask image. In addition, the pixel where
the texture is not overlaid will be interpolated by the
neighboring pixel where the texture is already overlaid
Fig.6.

3 Experiment

In this experiment, a user took various poses which
are similar to those in the database. The input images
are as same as the training images. As illustrated in
Fig.7, the texture is deformed according to the shape
on the surface of the T-shirt, in other words, the ap-
propriate markers in the database are used for the in-
put image. Even when a user partially occludes the
T-shirt, the deformation of the texture is properly es-
timated Fig.8. Moreover, the texture deformation is
properly estimated even when a user crosses the T-shirt
by the hands because the feature vectors are properly
described Fig.9. However, when the pose in the input
image is not similar to any pose in the database, the

Figure 7: Result of non-occlusion

Figure 8: Result of partial occlusion

marker estimation might be done wrongly Fig.10. In
such failures, the output image might seem unreal, for
example the reality might be lost by the interpolation
of a large area as illustrated in the red circle of Fig.10.
To examine how fast our system works, we compared

processing time of both using and not using PCA and
K-means method. Our method was implemented on a
2.19 GHz PC with 2048MB memory. The resolution
of the input images is 320x240 pixels. The number
of comparisons without PCA and K-means method is
computed by the dimension of a feature vector (360)
times the number of the feature vectors (2,407) in the
database. The number of comparisons with PCA and
K-means method is computed by the dimension of prin-
cipal component scores (21) times the number of clus-
ters (20) plus the dimension of principal component
scores (21) times the average number of the element
on a cluster (120). The frame rate of both cases is ob-
tained by measuring the average processing time from
1,000 input images.
Next, we examined the error of the estimated mark-

ers with and without PCA and K-means method. For
the input images of this experiment, we used a T-
shirt with red markers to obtain the ground truth of
the marker coordinates and Fig.11 illustrates 0, 50th,
100th, 150th, 200th, 250th frame respectively. We
chose these images because the transition of the de-
formation of the T-shirt is large in the image therefore
they are suited for examining the relationship between
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Figure 9: Result of all-occlusion

Figure 10: Failure example

number of fps
comparison

without
PCA and K-means method 886,520 3.26
with
PCA and K-means method 2,940 22.01

Table 1: Comparison of processing speed

Figure 11: Input images for evaluation

Figure 12: Error of marker estimation

the pose of a user and the error of the marker estima-
tion. Here, we defined the error between the markers
of the ground truth and the estimated markers as fol-
lows(2).

E =
1
n

∑

i∈X(i)

‖m′
i −mi‖ (2)

where n is the number of the non-occluded markers,
X(i) represents the non-occluded markers, m′

i is the i
th marker being estimated, mi is the i th marker of
the ground truth. As shown in Fig.12, the error with
PCA and K-means method is high in the frames around
30th, 100th, 150th, where the user is in the middle of
tilting the body. Otherwise, the error is almost the
same with and without PCA and K-means method.

4 Conclusion

We proposed a method to overlay an arbitrary tex-
ture onto the surface of the T-shirt for a virtual cloth-
ing system and showed that the shape on the surface
of the T-shirt was correctly estimated even when the
hands occlude the T-shirt. Our method requires only
one web camera for a device which means a practical
system. Also, we only use 2D information in the image,
such as a contour of a T-shirt and marker coordinates,
which simplifies the computation process and makes
our system work fast. In the future, we would like to
overlay arbitrary clothing onto the T-shirt by making a
correspondence between the shapes of the T-shirt and
arbitrary clothing in the database.
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