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Abstract

The Agent WiSARD methodology for intelligent active
video surveillance systems is proposed in this paper. The
hybrid neurosymbolic system (called ISIDIS) is based on
the integration of virtual neural sensors and BDI agents.
The use of virtual neural sensors coupled with symbolic
reasoning allow the system to work on different scenarios
and in any light condition.

1. Introduction

The Agent WiSARD methodology, here presented in the
domain of intelligent active video surveillance systems,
has already been adopted in different domains. The very
first application was devoted to the classification and re-
construction of architectural portal shapes [1], then it was
used for understanding and explaining geometrical figures
([2][3] for 2D images and [4] for 3D images).

Taking advantage of the characteristics of Agent
WiSARD (modularity, flexibility, etc.), we approach the
problem of active video surveillance from a different point
of view. Most of the video surveillance systems are based
on algorithms of motion detection [5][6] or motion track-
ing [7]. Moreover, in order to get good performances by
these systems in outdoor applications one has to deal with
light and weather conditions [8]. Eventually, one has even
to deal with high computational and hardware costs. The
advantages of using virtual neural sensors and symbolic
reasoning for interpreting their outputs, makes the system
ISIDIS both very light from the computational and hard-
ware point of view and quite robust in performances.

ISIDIS1 is an intelligent active video surveillance sys-
tem of the latest generation. It is able of alerting the control
room only in case of particular events. Taking advantages
of neural network and artificial intelligence methodologies,
the system can be applied to different scenarios (in par-
ticular risk danger places). It can be adapted, by the user,
very easily to a variety of sites, like tunnels, bridges,
overpasses, railroad crossings, etc. The system works in
real time on images coming from video cameras with
different light conditions (it works 24 hours a day) and
weather changes. The use of ISIDIS allows security offi-
cers to not observe constantly the control room monitors.
In order to attract the controllers attention in real time, if
the system recognizes an abnormal situation it switches on
the monitor connected to that site.

1 The system has been designed and developed by
Neatec SpA, Istituto di Cibernetica – CNR, and Università
di Napoli “Federico II”. The patent pending on ISIDIS is n.
RM 2006A000153 – 20/03/2006.

2. System architecture

The system is formed by three different modules: image
pre-processing module, neural module and symbolic rea-
soning module.

The first module takes the image from the frame grabber
(the system works on 10 images per second) and convert it
in a binary (black and white) format [9][10]. In order to
speed up the system performances, the conversion is ap-
plied only to those parts of the image covered by the virtual
neural sensors (see figure 1).

Fig. 1: image before and after conversion.

The second module, that is the sensory part of the sys-
tem, is implemented via a set of RAM-discriminators (see
§3): one for each virtual sensor. There are three different
sensors to be placed on the image: green, red and blue. The
green sensors are going to cover those parts of the scene
where certain movements are allowed (for instance, train
transits); the red ones, those parts where some movements
could be very dangerous or risky. In order to allow the
system to get accustomed to light changes, the values
reported by blue sensors are used to normalize the other
sensor outputs. This values normalization, in addiction to
the noise resistant property typical of neural networks,
allow the system to have the same performances during the
entire day.

Fig. 2: an example of virtual neural sensor arrangement.

In figure 2 an example of virtual sensor placing is re-
ported. The green sensors (g) follow the shapes of the
trains entering and leaving the tunnel, the red ones (r) are
placed at the entrance of the tunnel, and the two blue
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sensors (b) in places where no movements should be pre-
sent.

The symbolic module, formed by BDI agents, is de-
voted to the interpretation and evaluation of the sensor
outputs. In fact, the alert level depends on the combined
information coming from the whole set of virtual neural
sensors (see §4). On the basis of their pattern of activation
during time, the BDI agents can distinguish many different
situations: from normal situation (for instance, train tran-
sit) to what is considered a dangerous events for the
specific domain of application (one has to remind that the
examples here reported are related to scene representing
entrance of railway tunnels, but the system can be applied
to many different domains).

3. Neural Module

The neural module of this hybrid system is formed by as
many RAM-discriminators (WiSARD) [11] as the number
of sensors is. To each virtual sensor a RAM-discriminator
is associated.

WiSARD is an adaptive pattern recognition machine
which is based on neural principles. It is a weightless
system whose basic components are RAM-discriminators.
RAM-discriminators were selected as digital neural
components for the system on the basis of the following
considerations:
� they can be trained on-line;
� RAM-discriminators are tailored for efficient im-

plementation on conventional computers;
� the use of artificial neurons more closely reflecting

biological neurons would not make a difference.
The part of the image (previously filtered) covered by a

sensor forms the input of the corresponding
RAM-discriminator (the kind of RAM-discriminator
adopted for this system accepts only black and white im-
ages as input).

The neural networks are trained only if the symbolic
module agrees (see §4) and they are trained with a set of
images on which the alert level is “normal”. So doing, in
the classification phase, the neural module reacts each time
an abnormal situation is present in that part of the image
covered by the corresponding virtual sensors.

The output of the neural module is formed by the pair
response-colour of each sensor, and it is passed to the
symbolic module that already knows the sensor strategic
positioning.

In figure 3 the sensor outputs for two different situations
are reported.

Fig. 3: sensor outputs: train on the left; intruder on the
right.

In the system two different time intervals can be fixed:
�t (training interval) and �t (classification interval). Dur-
ing �t the neural networks are trained with a set of frames
in which the alert level is “normal” (this avoids the neural
networks to be trained during abnormal situations – see §4).
�t is the classification time length. For indoor applications
(where light changes are very rare) �t can be as long as the
user prefers (depending on the kind of application the
system is adopted for); while, for outdoor applications a
good length for �t is about 10 seconds (this is the value
currently used in ISIDIS). With these settings, the system
can easily face light and weather changes.

4. Symbolic Module

Although there is not a general agreement on agent
definition, social ability is undoubtedly one of the main
quality that an agent must hold [12]. This ability to interact
– with either the environment, or a user, or other agents –
leads naturally to candidate agents as module of a hybrid
system. Among the agent architectures proposed during
the last years, BDI (Belief-Desire-Intention) model is
surely one of the best known and most appealing [13].

To design and implement a BDI agent, we need to set its
starting beliefs, plans and goals. Beliefs are the knowledge
the agent has about the environment and itself; they can be
represented by first order logic predicates. Plans are the
means an agent uses to operate: they shape its behaviour
[14]; goals are system states the agent wants to reach.
Either when a goal is assigned to an agent or when the
agent itself has an own goal, it selects a plan to achieve it.
Once the agent tries to execute the plan, it gets an intention
(intentions are plan instances).

The environment in which the agent acts in ISIDIS is
formed by the set of virtual neural sensors and the control
room. Its beliefs are formed by the set of responses-colour
both on the current frame and on a certain number of pre-
vious frames (this helps the system in avoiding false
alarms due to sudden light or image resolution changes).
The main plans of the agents are those devoted to alarm the
control room if something of “unusual” is happening. (One
has to remind that the system is not taking any decision but
it has just to alert who is in charge for that.)

The agent is capable of distinguishing between allowed
and not allowed movements, it takes into account all the
maintenance time schedule, and it decides whether the
neural networks have to be trained (in cases where the
agent evaluates the situation different from “normal”, the
neural networks must keep classifying).

Four different levels of alert are considered by the agent:
normal, warning, pre-alarm, alarm.

To set the alarm level, the agent takes into account:
� the responses about the current frame and a set of

previous frames;
� the sequence of activation (both for green and for

red sensors);
� the single activation (for red sensors);
� the noise level detected by the blue sensors.
With these information, the agent is capable of:
� distinguishing between allowed (for example, a

train entering the tunnel) and not allowed move-
ments (human beings or big animals nearby the
entrance);

� understanding whether an abnormal situation is

332



occurring (for instance, a tree on the railway or
someone entering the tunnel);

� inhibiting the neural network training phase;
� alerting the control room;
� sending images and messages to the controllers.
The alert is given switching on the related monitor in the

control room. So doing, people in the control room are not
obliged to watch the monitor constantly. For this reason,
the system is considered an active video surveillance sys-
tem.

5. System performances

The system has been tested for one year at the entrance
of a railway tunnel. It worked 24 hours a day analyzing 10
frames per second. The results are very encouraging; in
fact, sometimes it gives a couple of alarms in a day (usu-
ally during the night). Even in very extreme situations
(heavy rain, night filter on during daylight, very low image
resolution, …) the system performed very well. In many
cases, people working in the control room tried to enter the
tunnel just to check whether the system was working and
whether the system could have been cheated: but they have
been detected by ISIDIS.

Fig. 4: system outputs on noisy images.

In figure 4, one can notice how the system reacts in
those cases considered dangerous (with respect to the
sensor response patterns, the symbolic module labels both
situations as “alarm”). These outputs were elaborated by
an early version of the system and on very noisy images
taken by a webcam.

The system elaboration time, from the real image
(frame) to the alert level evaluation, is less than 0.1 sec.

In figure 5 two different outputs of ISIDIS (first release)
are shown. The first one on the left image is considered by
the system an allowed movement (even though the system
labels this events as “warning”); on the right image an
intrusion has been detected and the alert level is the high-
est.

Fig. 5: left: allowed movement; right: alarm.

6. Conclusions and future works

Being a low-cost system, ISIDIS can be adopted for
controlling the big quantities of tunnels (entrances and
exists) on railway and underground networks, archaeo-
logical sites, museums and all those places were the
presence of a human being could cause serious damages.

The whole system behavior does not depend on the kind
of hardware used to catch images (webcams, thermal
cameras, …).

The system has been designed and implemented in the
view of its application to those domains where intrusions
must be detected.

In order to implement WiSARD systems one needs only
a certain amount of RAM and some little control. More-
over, most of the symbolic reasoning carried out by the
BDI agent can be easily implemented on a NSP (Neuro-
Symbolic Processor – [15]). These characteristics led us to
work for implementing the whole video surveillance sys-
tem on hardware, where neural virtual sensors will be
implemented on microcontrollers and NSP on FPGA. The
cost of the resulting board will be very low with respect to
other actual systems.
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