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Abstract 

In this paper, we propose a new method for correcting 
distorted document images using a stereo camera pair. 
Geometric and photometric distortions may occur in 
document images of thick book pages because of its 
curved surfaces. The proposed method acquires docu-
ment shape by stereo measurement to correct geometric 
distortions in images. By considering normal vectors of 
document surfaces, optimum-resolution images are gen-
erated as a combination of a stereo image pair. 
Moreover, the method corrects photometric distortions by 
analyzing lighting and reflecting conditions. The validity 
of the proposed method was shown through experiments. 

1. Introduction 

In recent years, digitization of existing documents 
such as books is performed actively, and flatbed scanners 
are widely used to acquire book page images. However, 
space between the spine of the book and a scanner cre-
ates shadings and distortions in cases of thick books. 
This problem cannot be always solved by pressing the 
book on a scanner. In addition, from the viewpoint of 
document preservation, pressing is unfavorable. A 
method which considers three-dimensional shape of 
documents is needed to solve the problem. 
In order to solve the above problem, methods which 

use Shape from Shading are proposed to restore shape of 
documents [1] [2]. These are simple and easy methods 
with a flatbed scanner. However, a lot of standard data 
have to be prepared, for example, illumination conditions, 
and reflection properties of documents. 
Alternative systems using a camera instead of a flat-

bed scanner are proposed as follows. 
A method using a camera and Shape from Shading is 

proposed [3]. This method acquires document images 
with a camera installed above the document. By using a 
camera, damage of documents is avoided, and shading is 
reduced. However, standard data such as reflection prop-
erties are necessary as same in [1]. 
Another distortion correction method using a camera 

is proposed [4]. In this method, shadow information is 
not needed. This method calculates three-dimensional 
shapes of documents from calibrated system parameters, 
and corrects distortions using three-dimensional geomet-
ric models of documents. However, it cannot fill in 
missing intensity information due to projection.  
A method to perform video mosaicing of the curved 

document surface is proposed [5]. This method restores 
document shapes by Structure from Motion using a mo-

bile camera. After reconstruction, this method corrects 
distortions, and makes high-resolution video mosaic im-
ages. It is a simple and easy method that does not need a 
special device, however, improvement of the accuracy of 
three-dimensional reconstruction around the binding area 
is desired. 
A method with a stereo camera system is proposed [6]. 

This method acquires document shapes by stereo meas-
urement, and corrects distortions. In addition, this 
method can make an optimum-resolution image by com-
bination of stereo images. However, there are differences 
of the brightnesses between stereo images, and combined 
images are not natural. Consideration of shading is also 
needed. 
In this paper, we propose a document digitization 

method using a stereo vision system which provides 
three-dimensional measurement of document surfaces. 
Distortions are corrected by using the three-dimensional 
measurement result. In addition, considering geometric 
relations between cameras and document surfaces, we 
make an optimum-resolution image from the stereo im-
age pair. Furthermore, specular reflection is considered. 
By combination of images acquired in different lighting 
conditions, highlight is removed. Afterwards, shading 
correction is carried out considering properties of light 
reflection. The problem that the brightnesses of images 
are different between stereo images is solved by this 
process. 

2. Method Outline 

An overview of our system is shown in Figure 1. Two 
cameras are set above the document, and two light 
sources are set in left and right of the document. The 
three-dimensional coordinate system is defined as shown 
in Figure 1. Geometric relations of cameras and light 
sources are calibrated before image acquisitions. The 
reflectance of the document surface is assumed to be 
constant in whole pages.  
 

 
Figure 1.  Overview of our system. 
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First, the document shape is acquired by stereo meas-
urement, and geometric distortions are corrected. Next, 
the optimum-resolution image is generated by combina-
tion of the stereo image pair. These processes are based 
on our previous work [6]. Highlight detection is also 
executed. If highlight is detected, it will be removed by 
image combination. Finally, by shading correction, dif-
ferences of the brightnesses between stereo image pair 
are corrected. 

3. Geometric Distortion Correction 

3.1. Three-dimensional measurement 

The document shape is acquired by stereo measure-
ment. We use two cameras whose directions of optic 
axes are converging at the document surface. By this 
configuration, even if one image is distorted drastically, 
the other image may not be distorted very much. There-
fore, we can get clear texture about the whole document 
surface.  

3.2. Shape reconstruction 

3.2.1.  Detection of inflection points 

We approximate shapes of documents to NURBS 
curves. Inflection points have to be detected before mod-
eling because curved surfaces can not be connected 
smoothly at inflection points. We detect inflection points 
from stereo measurement results. Then, the inflection 
lines of document (the binding area of books or the fold-
ing line of paper documents) will be detected by 
performing the Hough transformation of inflection points 
projected on the X-Y plane. 

3.2.2.  Approximation by NURBS curve 

After inflection line detection, the document shape is 
expressed by NURBS curves. A NURBS curve is gener-
ated by setting control points Qij, control point weights, 
and knot vectors (Figure 2). The three-dimensional coor-
dinate values of control points are determined from the 
average of three-dimensional coordinate values of meas-
ured points in grids of a certain size. Weights and knot 
vectors are determined according to the condition that 
edges of each NURBS curve are connected smoothly to 
each other.  
 

 
Figure 2.  NURBS curve. 

3.3. Geometric distortion correction 

Based on the reconstructed shape by NURBS curve, 
geometric distortion correction of the document image is 
performed. In this paper, we consider the section that is 

perpendicular to the inflection line (Figure 3), and per-
form geometric distortion correction of the document 
image by flattening a curved surface on a plane.  
 

 
Figure 3.  Geometric distortion correction. 

 
In Figure 3, the curved line between i and i+1 is ap-

proximated to a straight line. The x coordinate value after 
correction is calculated by Equation (1). 
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By fitting an image pixel of position x to position x’, 
geometric distortions are corrected. To correct whole 
geometric distortions of the document image, the same 
procedure is repeated by changing the y coordinate 
value. 

4. Combination of Images 

We use two cameras whose directions of optic axes 
are converging at the document surface. The resolution 
of the image becomes optimum when the directions of 
normal vectors of the surface are close to be parallel to 
the optic axis of the camera. Therefore, the regions 
whose resolutions are higher than those given by other 
camera are combined (Figure 4). 
 

 
Figure 4.  Making of optimum-resolution image. 

5. Photometric Distortion Correction 

5.1.  Removal of highlight 

In removal of highlight, directions of specular reflec-
tion vector R and cameras’ eye vectors V are considered. 
By the reflection model of Phong, the specular reflection 
light intensity Ih(x,y,z) is calculated by Equation (2), 

ψnsinh kzyxIzyxI cos),,(),,( ⋅⋅=    (2) 

where Iin(x,y,z) is the intensity of the incident light to 
point P(x,y,z) on the document, ks is the specular reflec-
tance of the surface, ψ is the angle that R and V make, 
and n is a power which models the specular reflected 
light. Parameters ks and n are determined from properties 
of materials. 
In Equation (2), as ψ increases, Ih decreases. Therefore 
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we define a certain threshold angle ψ0, and detect high-
light by using the condition ψ<ψ0. 
After the highlight detection, by combination of im-

ages that is acquired by alternating lighting of the left 
and right light source, highlight is removed. 

5.2.  Shading calculation 

The model of light reflection is shown in Figure 5. 
The illumination is given by a line source, and diffusion 
reflection is considered in this process. Light intensity 
I(x,y,z) at point P(x,y,z) is calculated by Equation (3), 

∫=
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where kd is the diffusion reflectance of the document 
surface, Iq is the intensity of the line source, L is the 
length of the line source, dl is the infinitesimal length of 
divided line source, θ is the angle that is made by the ray 
vector and the normal vector of the line source, r is the 
distance from the line source to point P, and φ is the an-
gle that is made by the ray vector and the normal vector 
of the document surface. 
The reflectance of the document surface is assumed to 

be constant in one page. The intensity of the line source 
is also assumed to be constant. Therefore, in Equation (3), 
kd and Iq are constant. Only the integral part changes with 
positions and shapes of documents. As the integral part 
changes, the reflection light intensity changes according 
to Equation (3), which causes shading. 
 

 
Figure 5.  Model of light reflection. 

5.3.  Image correction 

By Equation (3), the reflection light intensity of the 
document surface is calculated, and shading is corrected 
as follows. At first, we calculate the reflection light in-
tensity I(x,y,z) at each pixel (i,j) of the document image. 
The relations between (i,j) and (x,y,z) were calibrated 
beforehand. Next, shading is expressed by calculating 
the ratio I(i, j) / Imax, where Imax is the maximum intensity. 
Afterwards, shading is corrected by Equation (4), 
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where Ck(i, j) is the pixel value of the document image 
(k=1:red, k=2:green, k=3:blue). By Equation (4), pixel 
value Ck(i, j) becomes larger in shading region, and shad-
ing is corrected. 

6. Experiment 

Two stereo image pairs acquired with digital camera 
are shown in Figure 6 (1936*1296pixels). In the experi-

ment, one stereo image pair is mainly processed and the 
other stereo image pair is used for filling up the high-
light. 
The stereo measurement result is shown in Figure 7, 

where measured points are expressed in black points. 
After the stereo measurement, inflection points are de-
tected from the measurement result. 
 

  
(a) Left image 1     (b) Right image 1 

  
(c) Left image 2     (b) Right image 2 

Figure 6.  Acquired image. 

 
Figure 7. Result of stereo measurement. 

 
The geometric distortion correction result is shown in 

Figure 8. Curved character strings are corrected to be 
straight by flattening the surface on a plane (Figure 8(b)). 
In addition, the resolution of flattened image is opti-
mized by combining left and right images (Figure 8(c)). 
 

 
(a) Before correction (right image). 

 

 
(b) After correction (right image). 

 

 
(c) After combination. 

Figure 8.  Result of distortion correction. 
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After geometric distortion correction, we execute 
photometric distortion correction. Figure 9 shows a result 
of highlight removal. Figure 9(a) and Figure 9(b) are 
distortion-free images of “Left image 1” and “Left image 
2” in Fig. 6, respectively. By combination of these im-
ages, highlight is removed as shown in Figure 9(c). 
Shading is also corrected by calculating lighting and 

reflecting conditions on the document surface. 
 

   
(a) Image 1.    (b) Image 2.   (c) Image 1+2. 

Figure 9. Result of highlight removal. 
 
To verify the validity of the geometric distortion cor-

rection, an experiment result with a grid pattern image 
was given (Figure 10). Geometric distortions were cor-
rected, and the grid pattern image was corrected to fit to 
a flat image. The comparison of actual values and meas-
ured values is shown in Table 1, where measured values 
are the average of the measurement result of the grid 
pattern. 

  
(a)Before correction.       (b)After correction. 

Figure 10. The result of a grid pattern image. 

 

Table 1. The quantitative evaluation with a grid pattern. 

 
Actual 
value 

Measured 
value 

Error 
rate 

Grid pitch 20.0mm 20.7mm 3.5% 

Intersection 
angle 

90.0deg 89.7deg 0.37% 

 
The comparison with a commercially available OCR 

software was made. The recognition rates are shown in 
Table 2, where (a), (b), (c) are corresponding to each 
image of Figure 8. Comparing the results of corrected 
images with the original image, the character recognition 
rate rises greatly. The result for “Flat image” is also 
shown in Table 2. It is the image of the same region cap-
tured in a flat state. The recognition rates of “Final 
result” and “Flat image” are almost equal. From these 
results, the validity of the proposed method was verified. 
 
Table 2.  Character recognition rate (in curved area). 

Image Recognition rate 

(a) Before correction 39.6% 

(b) After correction 82.2% 

(c) Final result 97.0% 

(d) Flat image 97.0% 

 
The final result is shown in Figure. 11. Geometric and 

photometric distortions were corrected, and opti-
mum-resolution image was generated. 

 
Figure 11.  Final result. 

7. Conclusion 

We proposed a method for correcting geometric dis-
tortions of document images based on stereo 
measurement results. The method also corrects shading 
and replacing low-resolution regions and highlight re-
gions by image combination. 
As a future work, we extend this system to handle 

documents which have more complicated shapes. 
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