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Abstract

 A monocular vision based location algorithm is pre-
sented to detect and track rear vehicles for lane change 
assist. The algorithm uses the shadow underneath the ve-
hicle to extract regions of interest (ROI), and then locates 
vehicles with the combination of symmetry, contour and 
the shadow underneath a vehicle. Three symmetry criteri-
ons are proposed to compute the vehicle symmetry axis: 
contour symmetry, gray symmetry and S component sym-
metry in HSV color space. Experimental results have
shown better accuracy and robustness in different road 
and environmental conditions. 

1 General Instructions 

In recent years, because of the increasing of vehicles  
traffic problems have become more and more serious 
worldwide. Intelligent driver assistance is an area of active 
research, and vehicle detection and tracking based on vi-
sion information are particularly interesting for their low 
cost [1,2,3]. The vision information is often obtained with 
monocular camera or stereo camera. In this paper, a novel 
vehicle location algorithm is presented based on monocu-
lar camera. 

In vehicle detection and tracking systems, determining 
the exact position of a vehicle in images, especially its 
bottom edges and width is very important for acquiring 
distance to vehicles, relative speed, lateral position and 
time. Many institutions and researchers have done a lot of 
research in this field. Betke et al. [4] utilized edge maps to 
detect cars. They proposed a search method looking for 
vehicles’ left/right edge as well as top/bottom edge by 
calculating vertical and horizontal edge histograms in 
search regions. Broggi et al. [5] obtained the ROI based 
on road positions and Inverse Perspective Mapping, then 
calculated the vehicle symmetry axes in the ROI and
looked for whether two corners exist corresponding to the 
bottom edge of the vehicle via pattern matching technol-
ogy in the symmetry regions of edge images. Finally, 
searched the top edge by perspective constraints as well as 
size constraints. Bertozzi et al. [6] detected the four vehi-
cle corners with templates matching. Huang et al. [7]
located vehicles with the features such as the shadow un-
derneath a vehicle, and vertical edges, etc. Kyo et al. [8] 
utilized an abstract edge segment grouping method to lo-
cate vehicles. Kate et al. [9] first determined ROI by the 
shadow underneath a vehicle and then located vehicles 
with texture and symmetry. Kim et al. [10] utilized the 
shadow underneath a vehicle and symmetry for vehicle 
location.

All the above algorithms use some features of vehicles,
such as symmetry, shadows, geometrical features (vertical 
and horizontal edges), etc. However, there are some limi-

tations for these algorithms. They are easily prone to 
influences of backgrounds and illuminations, which makes 
the calculation of symmetry axes and edges imprecise, and 
as a result, affects the locating accuracy. What’s more, 
most of the above literature is dedicated to front-vehicle 
locations, and some of them are inapplicable for 
rear-vehicle location. For example, when determining the 
left/right edge of vehicles with vertical projection, the rear 
structure of the vehicle has a rectangular shape with four 
corners, yet the front structure is streamlined and without 
strong vertical edges, so we can’t obtain the left/right edge 
simply via vertical projection. Hereby based on summing 
up the applicability of other algorithms, we propose a 
novel location algorithm, it can decrease the disadvanta-
geous influences of illuminations, backgrounds and as a 
result, makes the location more accurate. 

2 Vehicle location Based on Features 

2.1 ROI extraction 

Shadow is an important clue to search for candidate ve-
hicles in the image plane. Tzomakas et al. [11] detected 
vehicles with the shadow underneath a vehicle. They gave 
a detailed description about how to detect the shadow as 
well as how to extract vehicles, namely, ROI extraction
method. Some optimization is also given [12]. We adopt 
the same approach to get the initial ROI to provide a 
coarse region for precise vehicle location

2.2 Symmetry axis detection based on symmetry 

constraints

Symmetry is the vehicle’s significant characteristic, it 
has been often used for vehicle detection. Images of vehi-
cles observed from rear or frontal views are in general
symmetrical in the horizontal and vertical directions. 
Various kinds of symmetry are used in a lot of literature 
such as contour symmetry, grayscale symmetry, horizon-
tal symmetry and vertical symmetry, etc. However, each 
of them has its own advantages and disadvantages. For 
example, the advantage of the binary contour symmetry is 
that the illumination variety has little influence on it, but 
the background, especially the symmetrical background, 
easily affects it, and when the vehicle is partly occluded, 
its binary contour symmetry will be destroyed. The ad-
vantage of the grayscale symmetry is that the various 
backgrounds hardly affect it, but it is prone to influences 
of illumination conditions. The HSV space is expressed by 
the hue (H), saturation (S) and value (V), which is suitable 
for the human vision characteristic. The S component in 
HSV space is related to the material property. Therefore, 
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we use the three methods to calculate the vehicle’s sym-
metry axes in ROI: binary contour symmetry, grayscale 
symmetry and the S component symmetry in HSV space. 
Then the final vehicle axis is synthesized by integrating 
the three symmetry axes. 

We adopt the algorithm to detect the binary contour 
symmetry axis as described in [13].It’s given as follows: 

1) Apply the Sobel Operator on the source image and 

construct the binary contour image IMG,  

2) Select two thresholds (W_min, W_max) to determine 

the range of possible widths of the vehicle. 

3) Construct an accumulator array A [col] and initialize 

all its elements to zero. 

4) Scan the IMG and perform the following steps, 

FOR each row 

FOR each pair of non-zero pixels  and

in the current row, Do

),( 11 yx

),( 22 yx

{

distance = 21 xx ;

 axis = 2)( 21 xx ;

 if (distance>W_min and distance< W_max) 

A[axis] = A[axis]+1; 

}

5) Find the maximum element in A[coI] , whose index 

col indicates the most promising candidate for the 

symmetry axis of the object. 

The calculation of gray symmetry axis is the same as 

that of S component symmetry axis. It’s shown as follows: 

1) Extract the shadow underneath a vehicle; calculate the 

bottom edge of the shadow  as well as the left and 

right terminal , ;
bcY

l r

2) Compute the width of the shadow: ;

X X

lr

3) Measure the symmetry axis with the following 

formula:
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Where  and  is the gray value or 

the S-component value. is the symmetry axis we want 

to get. 

WH 9.0 ),( yxP
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The calculation of symmetry axes is shown in Figure 1 
and Figure 2. 

Figure.1. Computing the three kinds of symmetry axes 

Figure.2 Examples for the symmetry axes. White 
dashed represents gray symmetry axis; Black dashed
represents binary value symmetry axis; Dash-dot 
represents S component symmetry axis 
As is shown in Figure 2,The calculating results can be 

classified into three cases: 1) the symmetry axes obtained 
with the three above methods  completely(or approxi-
mately) overlap, 2)two of them completely(or 
approximately) overlap, 3) all of them never overlap with 
each other(It hardly takes place). In order to overcome the 
influence of illumination conditions and various back-
grounds, we adopt the three methods to calculate the 
vehicle’s symmetry axes and synthesize them so that the 
calculated axis is more accurate. The synthetic strategy is 
as follows: 

1) Calculate the three symmetry axes ;321 ,, xxx

2) Calculate the synthetic symmetry axes .Three cases 

should be considered respectively: 

symx

Case 1:  

If ji xx minmax , then 

ksym xx
Where jki xxx maxmin

3,2,1,, kji , ji
Case 2:  

If ji xx and kjki xxxx ,min

Then 
2

ji

sym

xx
x , ,3,2,1,, kji kji

Case 3: 
  Otherwise, 1sym xx ;
Where  is a threshold to evaluate the similarity of the 

symmetry axes and its size is related to the width of ROI. 

2.3 The left and right edges computation 

After finding the symmetry axis of vehicles, we extract 
vertical edges in ROI with Sobel Operator. Then filter 
based on symmetry constraints, and those pixels which are 
not symmetric about the computed axis are eliminated 
since they are probably noisy pixels. Now we get a much 
simpler symmetric region compared to the original con-
tour image. Accounting for vehicle skewing in image, we 
search for the symmetric pixel b of pixel in a small 
region around the overlapped mirror pixel a .When get-
ting the vertical edge images after filtered, we compute 
the left and right edges. The general idea is to calculate 
the vertical histogram based on the computed symmetric 
region. Here we project respectively in the left and right 
regions around the symmetry axis. The point that corre-
sponds to the highest peak in the histogram is regarded as 
the vertical projection of the side edge of the vehicle, and 
the other edge can be got via symmetry. So we can locate 
the left/right edge as well as the width of the vehicle 

p ap
'p
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2.4 The top and bottom edge computation 

 A limited vertical stripe region is obtained after the 
calculation of the left and right edges of vehicles. The 
location of the top and bottom edges can be performed 
within this stripe. The steps are as follows: 
1) Eliminate those horizontal edges whose widths are 

much wider than the width of the vehicle in the upper 
part of ROI since they are probably the edges of 
buildings or bridges. 

2)  Calculate the centroid of this vertical stripe region 
Since the x-coordinate of the centroid is on the sym-
metry axis, we just need to calculate the y-coordinate 
as follows: 

1
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Here,  is the pixels’ values of the vertical stripe re-

gion;  are the height and width of this region 

respectively.

ijI
mn,

3)  Compute the top/bottom edge of the vehicle  
To locate the top/bottom edge, we perform the compu-

tation of horizontal histogram on the computed symmetric 
region. Below the centroid, search the significant hori-
zontal edge from bottom to top in ROI, and the first 
horizontal edge whose histogram’s value is larger than a 
specific threshold is regarded as the bottom edge of the 
vehicle. Both the threshold and the histogram are normal-
ized by the width of the vehicle. The location of the top 
edge is similar to that of the bottom edge. 

2.5 The edge adjustment based on the shadow 

underneath the vehicle 

In practical applications, because of the complexity of 
backgrounds and illuminations, the above method still has 
some disadvantages. For example, our method may com-
pute a pseudo-symmetry axis; and the left/right edge 
obtained by vertical projection may be affected by the 
vertical edges of backgrounds. Furthermore, due to the 
fact that the lower part of a vehicle is often darker than 
any other part in the same image, sometimes we couldn’t 
find a significant bottom edge exceeding the specific 
threshold and as a result, we can’t confirm the bottom 
edge. What’s more, the location of the top edge is prone to 
influences of illumination conditions, especially when the 
vehicle has arrived at the image boundary, yet only a part 
of it is in the image, or it’s occluded by other vehicles. In 
these situations, the vehicle will lose symmetry, which 
restricts the above method. In order to solve these prob-
lems, a method of edge adjustment is proposed based on 
the shadow. It’s described as follows: 
1) Bottom edge adjustment 

If we can't find the bottom edge satisfying the threshold 
or the calculated bottom edge is quite different from ,
replace it withY ;

bcY
bc

2) Left and right edge adjustment 
Sometimes the computed Left/right edge is false due to 

the influence of symmetric background. In this situation 
we can validate it with the computed shadow width and 
perspective constraints. If the shadow width is much 
smaller than the computed vehicle width and it can satisfy 

the perspective constraints , we can conclude that the cal-
culated left or right edge is not precise, and replace it 
with or  respectively. l r

3) Top edge modification 
X X

After adjusting the bottom edge as well as the left/right 
edge of the vehicle, we modify the top edge according to 
its aspect ratio. In general, the aspect ratio is between 0.6 
and 1.4. 

It's necessary to notice that when modifying the edge 
with the shadow, we should distinguish which is the real 
shadow underneath the vehicle and which is the shadow 
projected by bridges, trees, buildings, etc. Some literature 
has given a lot of detail about it, so we won’t consider it 
here. Moreover, practically because of various reasons, it's 
very likely that the real width of the vehicle is wider than 
that of the shadow. So we should combine the distance 
information and perspective constraints to modify the 
left/right edge. 

3 Implementation and Experimental Re-

sults

In order to evaluate the performance of the algorithm, 
different videos were taken from a backward-looking 
camera mounted on a vehicle, as well as on different 
scenes, including highway, urban road, sparse road, etc at 
different times of day. Sometimes roads are covered with 
japanning, smear, snow and so on.  

Frames are manually extracted from video snippets as 
testing images. They are input into the recognition engine 
and the corresponding results are output. The recognition 
engine consists of ROI extraction, vehicle location and 
recognition. The extraction and location results are illus-
trated in the testing images, which are shown with black 
and white bounding-boxes respectively. Knowledge-based 
and appearance-based methods are combined for vehicle 
recognition, we don't discuss it here. The experimental 
results are shown in Table 1. 

Table 1: Location accuracy 

        Metrics 

Video 
NRR 1RA 2RA

Urban road 1193 92.50% 90.83% 

Urban narrow road 1125 94.77% 86.04% 

High way 2294 93.72% 90.28% 

mountain road 1113 89.13% 88.12% 

 The meaning of each metrics is as follows: 

NRR (Number of Reference Regions) represents the ref-
erence number of vehicles appearing in the testing 
images; 1RA and 2RA  are used to evaluate the accuracy 
of vehicle location 

NRR

RRArea

TPArea
RA

)(

)(
1 ,

NRR

DRRArea

TPArea
RA

)(

)(
2

Where RR (Reference Region) represents ideal location 
regions of vehicles; (Detection Result Region) 
represents the location regions obtained by the algorithm. 

DRR

TP  represents the intersection of the above two. As is 
shown in Figure 3, the larger 1RA and 2RA  are, the 
more precise the location is. Figure 4 shows some repre-
sentative results under different conditions. 
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